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Schiff, N. D., K. P. Purpura, and J. D. Victor. Gating of local recordings to recordings of local (LFP) and far field (ECoG,

network signals appears as stimulus-dependent activity envelopegRG) potentials. The usual approach in neurophysiological

striate cortexJ. Neurophysiol82: 2182—-2196, 1999. Neuronal aCtiV'investigations is to equate signal with the “average re-
ity often is treated as a composition of a stimulus-driven compon%r}lé

and a second component that corrupts the signal, adding or deIeLnénSe —V\(hatever IS. requrged with .pe.”s.“m“'us averag-
spikes at random. Standard quantitative methods such as peristimdfilgs ©f Fourier analysis. Variations of individual responses
histograms and Fourier analysis use stimulus-locked averagingfi@m this average response necessarily are eliminated. This
enhance detection of the driven component of neuronal responses@gidual activity may include oscillations, bursts, and
de-emphasize the “noise.” However, neural activity also includ@ﬁanges in the variability of firing rate (mean-variance re-
bursts, oscillations, and other episodic events that standard averagifigonship) (Gershon et al. 1998).

methods overlook. If this activity is stimulus independent, it can be t present, considerable attention has been given to oscilla-
characterized by standard power spectral analysis (or autocorrelatign). " both ’LFP d SUA/MUA di le of
But activity that is excited by (but not temporally locked to) the visuafo s N PO an recordings as an examplé o

stimulus cannot be characterized by averaging or standard speci?®@ type of temporal structure in the noise of neuronal re-
analysis. Phase-locked spectral analysis (PLSA) is a new method $énses (Freeman and Barrie 1994; Singer and Gray 1995).
examines this “residual” activity—the difference between the individ-owever, as Bullock (1996) recently noted, spectral analysis of
ual responses to each cycle of a periodic stimulus and their averaggain activity typically does not reveal narrow peaks suggestive

With PLSA, residual activity is characterized in terms of temporgis independent oscillators. Other types of episodic dynamics,

envelopes and their carriers. Previously, PLSA demonstrated broag- . : :
band interactions between periodic visual stimuli and fluctuationsi ch as bursts (Lisman 1997), transient responses (Friston

the local field potential of macaque V1. In the present study, singie992; Victor and Purpura 1996), stereotypical patterns of in-
unit responses (SUA) from parafoveal V1 in anesthetized macadgévals (Abeles 1988), and maintained elevated discharges
monkey are examined with this technique. Recordings were ma@doran and Desimone 1995; Treue and Maunsell 1996), may
from 21 neurons, 6 of which were recorded in pairs along withe more representative of ongoing brain activity. It is crucial
multiunit activity (MUA) from separate electrodes and 8 of whichot only to demonstrate the existence of such phenomena in
were recorded along with MUA from the same electrode. PLSA WEE?iduaI fluctuations but also to define their relationship to

applied to responses to preferred (orientation, direction, and spal ?(ternal stimuli
frequency) and nonpreferred drifting gratings. For preferred stimuli; )

all cells demonstrated broadband (1-10 Hz and higher) residual acEXamination and quantification of such episodic events in
tivity that waxed and waned with the stimulus cycle, suggesting théte context of their possible roles in information coding and
changes in the residual activity are introduced routinely by visupfrocessing requires appropriate tools. We present a method,
stimulation. Moreover, some reconstructed envelopes indicate that fititase-locked spectral analysis (PLSA), that investigates the
residu_al activity was sha_rply gated by the stimulus c_ycle. O$C”|ati°'i‘§lationship of average and residual components of neuronal
occasionally were seen in the power spectrum of single units. Ph sponses and apply it to recordings from macaque primary

locked cross-spectra were determined for 3 SUA/SUA pairs and | t v1). Thi thod i tural lizati f
SUA/MUA pairs. Residual activity in the cross-spectra was general sual cortex (V1). This method is a natural generalization o

much less than the residual activity determined separately from edB Standard Fourier methods used in the calculation of power
neuron. The reduction in the residual activity in the cross-spec@gectra and can be applied to both field potential and spike train
suggests that nearby neurons may gate inputs from distinct ashata. Previous studies of the LFP in macaque V1 using PLSA
relatively independent neuronal subpopulations that together genegtigwed evidence of interaction of average activity with the
the background rhythms of striate cortex. ongoing LFP in the form of such residual components (Victor
et al. 1993). Here we examine SUA and MUA recordings from
macaque V1 for evidence of such changes in residual activity.
INTRODUCTION The analysis demonstrates an interaction of periodic stimula-
ion and residual activity that is typically broadband. We also
xamine interaction of neurons in paired SUA/MUA and SUA/
UA recordings. Our results demonstrate that stimulus-in-
duced changes in the residual activity of one cell are correlated
The costs of publication of this article were defrayed in part by the payme ply Weakly with such changes In nearby cells. This |mpI|es

of page charges. The article must therefore be hereby maskaeftisement that residual cortical a_CtiVity reflects multiple, relatively inde-
in accordance with 18 U.S.C. Section 1734 solely to indicate this fact. ~ pendent, cell assemblies.

The issue of what constitutes “signal” and what const
tutes “noise” is present at all levels of investigation o
neuronal activity, from single (SUA)- and multiunit (MUA)
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METHODS Interpretation of PLSA in terms of envelope and carrier

Phase-locked spectral analysis A nonzero value forP,(w) implies that the joint appearance of
components at these frequencies is more likely than expected from
lmeir individual representation in the power spectrum. Whiis

small compared witlw, the joint appearance of these frequencies can

Whi.Ch a per_io_dic_ stimL_JIus Is present, and it_s possible iniluence e interpreted as a “beat” with carrier frequeneyand envelope
residual activity is of interest. In analogy with the standard pow eriod Sn. That is, P.(w), for eachn, describes the power at the

spectrum (se&q. A19, we define the phase-locked spectrum of ordefeqencyq that varies with thetth harmonic of the external stimulus.

n at the frequency» by Note thatP, () is a complex-valued quantity. Its amplitude and phase
are the amplitude and phase of the beatiselopeWe emphasize that
P(w) = lim,_.. anv<1” “ m o L, 0) 1) the phase of thearrier has no preferred value with respect to the
S S stimulus cycle because such a preferred phase would have contributed
to the average response, which was subtracted outHgeA9.
WhereSis the stimulus period. is the analysis period, and,, is a Figure 1,A-D, illustrates several time series the statistics of which
covariance of Fourier components at the frequeneies (7n/S) and  are revealed by PLSA. In all cases, the average over the stimulus cycle
o + (mn/S) (seearpenDIX). P, (w) has units of (impulse/$Hz, or is a sinusoid the period of which is that of the periodic stimulis,
equivalently, seconds. Thetop line of Fig. 1A illustrates a signal containing variability that

PLSA is a natural extension of spectral analysis to situations

A Signal B Signal

AN N NS

Averaged component

- \/\/\/\/\/\/\/\/\/ Averaged component
Residual activity \/\/\/\/\/\/\/\/\/

= WMWWWWWWM Residual activity

NN N N N N N N AN B S N I N NI NP

Averaged component

Averaged component

I AVAVAVAVAVAVAVAVAVEEEENY A NVAVAVAVAVAVAVAN

Residual activity Residual activity

= e '"MM"'“"‘“VM*”"’“‘“MMMM‘”‘“‘MM'_“"'WW’“‘“WM"""’M = W%W«WFMMWWMMWMWMNM
| L | L | | L | L 1
I L T I I B O s | S| S| S| S| S]S5] S|

Fic. 1. Diagram of analysis of residual activiti: for standard spectral estimation, a sigea divided into segments of
equal lengthL. Arrow markedt, indicates the starting time for beginning the calculation. Signal a sinusoid added to
filtered Gaussian noise thatirsdependent athe stimulus cycle. Subtraction of the averaged (sinusoidal) component recovers
the noise (residual activityBindicates the stimulus cyclé, the analysis period, must be an integer multipleSoB signal
is a sinusoid added to a narrowband noise that waxes and wanes wifinstHearmonicof the stimulus cycle. Subtraction
of the averaged (sinusoidal) component reveals this residual activity. Because the residual activity covaries with the first
harmonic of the stimulus periofl, it generates a contribution to the first-order phase-locked sped®y®). C: signal is a
sinusoid added to a broadband noise that waxes and wanes wiihsthgarmonicof the stimulus cycle. As iB, the residual
activity contributes to the phase-locked spectriaffw). D: signal is a sinusoid added to a narrowband noise that waxes and
wanes with thesecond harmoniof the stimulus cycle. Residual activity, revealed by subtraction of the averaged (sinusoidal)
response, contributes 8,(w).
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is independent of the stimulus. Subtraction of the period-averagedven CRT display 150 cd/fwith a green phosphor, subtending4°
signal @nd ling reveals a broadband noisérq line) the statistics of at a viewing distance of 114 cm). For most cells (see following text), a
which are independent of the stimulus. For this situat®yiw) is the second grating stimulus and/or a blank was presented in interleaved runs.
spectrum of this broadband noise, @dw) (n > 0) is zero, indicat-
ing the lack of modulation of the residual activity at the frequency
the stimulus or any of its harmonics. Ttap lineof Fig. 1B illustrates
a signal containing variability that waxes and wanes at the firstFor six cells, stimuli were interleaved with drifting gratings at the
harmonic of the stimulus frequency. This kind of variability is conerthogonal orientation but optimal spatial frequency as well as a blank
sistent with the mean-variance relationship seen in visual cortieandition. Eight additional cells were studied with two (interleaved)
neurons (Gershon et al. 1998; Tolhurst et al. 1983) (s@=ssioN.  orientations but without the blank condition. Here and in the following
The period-averaged signa2r(d line of Fig. 1B) is sinusoidal as in text, optimal indicates a maximal fundamental response for simple
Fig. 1A. However, subtraction of this average yiel@d line of Fig. cells and a maximum elevation of the mean rate for complex cells.
1B) residual activity that peaks at the start of each stimulus cycle.

P,(w) is thus nonzero, indicating that the residual activity (noise) i . .
mlodulated at the first harmonic of the stimulus frequerRy{w) is gpatlal frequency experiment

also nonzero and represents the average spectrum of this noisgor three cells, stimuli were interleaved with drifting gratings at a
However,P () (n > 1) is zero, indicating the lack of modulation of honoptimal spatial frequency and a blank condition. The nonoptimal
the noise at higher harmonics of the stimulus frequency. Fig@Gris 1 spatial frequency differed from the optimal spatial frequency by at
similar to Flg B, except that the residual aCtiVity is broadband rathQéast an octave, and both gratings were presented at the Optima|
than narrowband. As in Fig.Bl, Py(w) and Py(w) are nonzero, but orientation and direction. Ten additional cells were studied with two

their dependence om is different, reflecting the different spectral(interleaved) spatial frequencies but without the blank condition.
distribution of the noise. Figurel, like Fig. 1B, is an example of a

signal containing modulated narrowband residual activity. Butli@ lecti d Vsi
contrast to Fig. B, there are two noise bursts per stimulus cycle. Th ata collection and analysis

Brientation experiment

Po(w) andP,(w) are nonzero and the remainifig(w) are zero. Data were collected in continuous streams of 1 min per condition.
Thirty-two examples of each condition were interleaved, wiPO s
Significance testing of uniform illumination at the mean stimulus luminance between runs.

. ) Spike times were recorded at the resolution of the frame interval of the

We use two approaches to determine whether experimentally mggsplay (3.7-ms bins). Responses from each stimulus presentation
sured values of the phase-locked speByaw) (for n > 0) are signifi- \vere segmented into analysis periods of lengte 3.79 s (1,024
cantly different from zero. One approach is to compare empiricalpins); the stimulus perio® was 0.947 s (256 bins). Spikes were
estimated values oP,(w) when a periodic stimulus is present withconsidered to be delta-functions, and Fourier estimates (at frequencies
estimates obtained when the peflodlc stimulus is removed (i.e., blaalizz) = 27n/L) were calculated following detrending and window-
screen) and the “true” value Bf,(w) is guaranteed to be zero. The seconthg with a raised cosine function. By choosing an analysis period that
approach makes use of the interpretatioR ) in terms of an envelope s four times the length of the sampling peridd< 4S) and using the
frequency Zn/Sand a carrier frequency. If P,(«w) reflects power in  rajsed cosine bell window, spurious correlations due to the leakage of
some frequency range arouadhat systematically varies at the envelopghe spectral estimates away from their nominal frequencies are elim-
frequency VS, then the phases f,(w) should be coherent across ajnated. Consecutive analysis segments overlapped by half their length
range of carrier frequenciesand should reflect the phase of the commog, compensate for the effects of windowing (Blackman and Tukey
envelope. To assess phase coherence, we used the Rayleigh phase @j#@). Rayleigh phase criterion (RPC) calculations (Mardia 1972)
rion (RPC) across bands of frequenciegMardia 1972). were based on nine adjacent frequencies separated_by0126 Hz,

thus spanning a 2-Hz range.

General physiological methods

We recorded single-unit activity in the parafoveal representation ThE SULTS
cortical area yl of six anesthgtlzed, paralyzed macaque monke ﬁalysis of single-unit data
Twenty-one single units were isolated and stable recordings main-

tained for sufficient time (2-3 h) for the studies reported here. Othergigyre 2 displays the analysis of residual activity obtained

studies were performed on additional cells in these animals (Vic ; ; ; ; ;
and Purpura 1996, 1998). All procedures involving the animals wé'%m a simple cell in macaque V1. The stimuli consisted of

performed in accordance with National Institutes of Health guideliné@ﬁ”}g grlatlntgls athpr?ferred agg_ﬁ['thogfjonal Orlentatlor:js:ft'.l'he
for the care and use of laboratory animals. General physiologic!?flBrIS imulus time histogram ( ) of responses to drifting

preparations, methods, and recording techniques are described &l§@tings of preferred, orthogonal, and blank runs (Fig§) 2
where (Victor and Purpura 1998; Victor et al. 1994). demonstrates a maintained discharge in the “blank” condition,

In 15 recordings, units were isolated from one electrode usignd both modulation and elevation for the preferred orienta-
criteria implemented by a Tucker-Davis hoop discriminator. In thretgon. Figure B shows the zeroth-order phase-locked spectrum,
recordings (6 cells), recordings were made from separate microelPg{w) in the three conditions. If the stimulus merely influenced
trodes, independently manipulated and laterally displaced by 2 maguronal activity by adding a periodic signal to an autonomous
These six single units were recorded as part of pair recordings, a'QﬂSﬁse,Po(w) would be the same in all conditions. However, as
with discrete MUA that could be separated from the single unit but NShown in Fig. B, P,(w) is threefold larger for the preferred
resolved into individual unit activity. We classified cells as simple o ating top) thaﬁ f(())r the nonpreferred grating or the blank

complex by standard Fourier analysis of their responses to drifti | This diff . . ¢ th i
gratings and the criteria of Skottun et al.(1991). stmuilus. IS difference In power IS present over the entire

For measurement of phase-locked spectra, drifting gratings at a tdh¢duency range examined (with a greater difference at fre-
poral frequency of 1.06 Hz, 100% contragt [, — L)/ (La + Lyy)]  dUENCIES<50 Hz), thus indicating broadband residual activity.
unless otherwise noted, optimal orientation, direction, and spatial fre-P,(w) (Fig. 2C) describes the components of the residual
quency were presented to each cell (mean luminance of the compugtivity that are modulated at the first harmonic of the stimulus
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FIG. 2. A: peristimulus histograms of a V1 simple cell’s response to drifting gratings with orientations of 67.5° (preferred) and
157.5° (orthogonal), presented with a spatial frequency of 2 cycles/®, a temporal frequency of 1.06 Hz, and 100% contrast, and a
blank condition (0% contrast). Horizontal scale is one stimulus cycle (1.06 s). Note that there is a significant modulated elevation
of the background discharge at the preferred orientation; a maintained discharge is present for the orthogonal and blank conditions.
B: power spectruniP,(w), corrected for the driven response as described in the @&xmplitude of the first-order phase-locked
spectrumP,(w). As described in the text, this is the component of the power that covaries with the first harmonic of the stimulus
cycle.D: amplitude of the second-order phase-locked specBy(@a), which is the component of the power that covaries with the
second harmonic of the stimulus cycle. Here and in the following figures, units for amplitudéw)fare (impulses/gjHz.
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Preferred form relatively straight-line clusters of values, more sorfct
1 than forn = 2. This supports the interpretation Bf(w) as
modulation of the residual activity by a common envelope
because the phases Bf(w) (which indicate the phase of the
envelope at each frequency) are coherent over the range of
A Phase (n=1) frequencies present in the modulated residual activity.
Phase coherence fét,(w) up to the n= 2 ton = 4 was

3 typical of the data set as a whole (21 cells). However, five cells

2 | nndetegniartorontod St P haretesil cngpotpondony  ShOWED modqlation qf the residuallactivit_y up to at least the
g | : n = 6 harmonic (the highest harmonic routinely analyzed). The
£ ° Aoy A SAS gt Dpnpettiactlngpaiprusmndosy presence of phase coherence of the carriers up to high harmon-

! T ' ics of the stimulus cycle indicates that the envelope of the

2 o ' o - residual activity has rapidly varying components. That is, the

® 0 10 20 . 20 0 0 5  residual activity is sharply gated by the periodic stimulus.

Frequency
Estimation of the envelope
B Phase (n=2) . . . . .
Figure 1,B-D, provides examples of signals in which the

3 phase-locked spectra are nonzero onlyrfor 0 and one other

2 S e at . ped & s o low value; in these simple cases, the envelope of the residual
R e ke \O,",’s*:’.w‘.’”\%“'.:'}':"-“f' activity is a sinusoid. In our dat&®,(w) is nonzero for many
g o T B oy values ofn; this indicates that the envelope of the residual activity
T AR R » ".'@*:’.W.““-"l-‘;".;,"."%'fﬁ is not sinusoidal. Because the phaseB ) are approximately

2 . e et s -t * coherent over a broad range of carrier frequencies for a given

(Fig. 3), we make the approximation that the residual activity
within each frequency range rises and falls at the same time over
the stimulus cycle. This allows us to combine the individual
Fic. 3. Phases of the phase-locked Spee&l(a)) (A) and Pz(w) (B) for the values Ofpn((l)) across a range of Carrlersl‘g to whi)’ to obtain a

preferred-condition responses of the V1 simple cell in Fig. 2. In this a ; sLpaverage ;
subsequent phase plots, phases are plotted in unitsraflians. Each phaser]jiimre reliable quantltPﬁ , that represents tiéh harmonic of

value is plotted twice to allow for a continuous representation of phases arodh§ (@ssumed) common envelope
the circle. Phase coherence is apparent from the appearence of relatively
straight line clusters of values for the phase of eBglw) component. Phase hi

coherence also can be quantified by the Rayleigh Phase Criterion (RPC) o — o Pr(@)do @)
(Mardia 1972). For these data, the RPC indicates highly consistent pRases ( & o

0.001). Less coherence (more scatter of the phases) is noted in2heto . .

32-Hz range inP,(w) plot. This likely reflects statistical fluctuations becaus&/V€ calculate this average as a finite sum over the range 10-50

there is no peak in the spectra at this range to suggest a new component ifHze The envelopek(t), is now reconstructed by Fourier syn-

Frequency

Paverage:
n

residual activity. thesis based oﬁﬁverage
cycle (1.06 Hz). For the blank condition (FigC2botton), the E(t) = >, e¥nispaverage ©)
“true” value of P,(w) must be zero (fon >0), and thus the n

measuredP, () is an indicator of the uncertainty of the statiSy, his reconstruction. we sum over all thés for which the
tical estimate. In this cell, for the nonpreferred stimulus, th8pc indicates signiﬁéance. examined at least up406. The
estimatedP, () (middl§ is no different from the estimate yoconstructed envelope (Fig. 4) for the preferred response in
obtained in the blank condition. However, for the preferreghis cell resembles the averaged response as seen in the PSTH
stimulus (op), Py(w) is again approximately threefold higher(rig. 2a) but is less sinusoidal. Moreover, if noise was addi-
than in the blank condition, indicating that much of the residugle, contributions fromn > 0 would be equal to 0 and the
power waxes and wanes with the stimulus cycle, as in Fig. feconstructed enveloft) would be flat (corresponding to the
B andC. Analogously,P,(w) describes the components of thease illustrated in Fig. A).
residual activity that are modulated at the second harmonic of
the stimulus frequency (Fig.0). As shown in Fig. B, the e i ;
behavior ofP,(w) is similar o that ofPy(aw). Nonpreferred responses in single-unit recordings

The phase-locked spectral components reveal an aspect dh most datasets, residual activity was most prominent for
neuronal activity that is distinct from the average respondbe preferred responses, as illustrated in Fig. 2. Figuke 5
That is, the average response (the PSTH) is very nearly sidlisplays data from a complex cell that shows an atypical
soidal, but the residual activity is modulated by an envelopesponse to a nonpreferred grating. The PSTH (FAg.shows
that is not sinusoidal [i.e., not confined just By(w) and a maintained discharge during the presentation of the orthog-
P,(w)]. The spectral distribution of the residual activity (thenal grating and the blank, and modest overall elevation of the
carrier) is indicated by the dependenceRy{w) on w and is mean rate for the preferred conditioPy(w) (Fig. 5B) is de-
broadband. If oscillations were present, they would be manifeseased in the orthogonal condition relative to the preferred and
in a narrowband dependence en blank conditions. However, the higher-order speatra (1, 2)

The phases oP, (w) for this simple cell (Fig. 3, A and) for the orthogonal condition demonstrate the appearance of a
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Proferred simple cell, and channgl= 2 is a complex cell. For a drifting
grating at a preferred orientation, the simple cell's PSTH
showed a strongly modulated response and the complex cell’'s
PSTH showed an elevation of maintained discharge. In both
single units, phase coherence was strongPg{w) and obvi-
ous but weaker foP,,(w) (Fig. 7,A andB). The RPC statistic

30 showed statistically significant coherence for 1, 2, 3, and
o 5 in both units. Figure @ shows the phase-locked cross-
20 spectra,P,, J(w) for n = 0, 1, and 2. Fom = 0, there is
phase-coherence, indicating correlated activity between the
10 4 two recorded units. [The Fourier transform of this spectrum,

essentially the shuffle-corrected cross-correlogram, shows that

this cross-correlation is maximal at O time lag, as would be

o ' s ' -, expected from the clustering of the phase®gf () around
Seconds 0]. The phase-locked cross—s_pectruﬁ],;l"z(w) for n > O_,

FiIG. 4. Reconstructed envelofit) that gates the residual activity of the measures the compor_lent of this correlation that varl_es with the
V1 simple cell in the preferred condition illustrated in FigE2t) describes the Nth harmonic of the stimulus cycle. As can be seen in F@. 7
fluctuations of variance as a function of time into the stimulus cycle and htse amplitudes are lower than that Bf., {w), and there is
units corresponding to that &,(w), namely (impulses/$Hz. little, if any, phase coherence. The finding of a reduction or

o ) Jloss of phase coherence in the phase-locked cross-spectra
distinct *hump” in the low-frequency range (1-10 Hz) that i3compared with individual phase-locked spectra) was typical of
not evident in the other conditions (Fig. & and D). The gya/SUA recordings from independent electrodes. It indicates
low-frequency hump also is seen in higher-order phase-lockgght although the residual activity on the two channels is
spectra (Fig. B), and phase coherence in the 10- to 50-Hgyrrelated 1§ = 0), this correlation is not detectably gated by
range is observed up to = 10 (data not shown). the stimulus. The reconstructed envelopes for each single unit

The (eqonstructed envelope for the preferred response (F8d the cross-spectra are displayed in FigA8C. The enve-
6A) is similar to the PSTH of the preferred response (F&). 5 lope of the cross-spectra (FigCBis lower in amplitude than
This contrasts with the reconstructed envelope for the orthqgxt of either single unitA or B).
onal response (Fig.B), which has a greater amount of rapid oy the three pairs (6 cells) recorded in SUA pairs, common
variations than the preferred-response envelope. This indicai@ging of residual activity was weaker than gating of residual
sharp gating of the residual activity during the presentation gktjvity in individual units. As in this case, some common
the orthogonal stimulus. This gating is not evident in thgaiing was observed, but the cross-spectral residual compo-
orthogonal-response PSTH, which is minimally different frofjents were never as prominent as those seen in either individ-
the PSTH recorded in the blank condition (Figh)5 ual unit. Correlations of individual SUA and MUA were also

The strong modul_afuon_of residual activity in this case sh0W§picaIIy independent of the stimulus, even though individual
that the cell is receiving inputs from other orientations. Howsya and MUA residual activities were strongly modulated by
ever, this cross-orientation interaction does not change g stimulus, up to the = 5 orn = 6 harmonic of the stimulus
average response, but rather.consists of peaks of variabilityc%ka' In five SUA/MUA recordings from the same electrode,
specific times (Fig. B) of the stimulus cycle. Another (simple)ne cross-spectr®, , (w) (n > 0) were insignificant even
cell recorded without a blank condition demonstrated a similﬁ{ough analysis of individual channelB,|;(w) and Py,.»(w)]
phenomenon (sharper gating of the residual activity of thgyealed modulation of the residual activity. In a similar anal-
response to a nonp_referred grating compared Wlth the respoPsg for another pair recording of two complex cejls{ 1, 2),
to a preferred grating). That is, these two units showed efpcorded from two electrodes during stimulation with a pre-
dence of a novel aspect of cross-orientation interaction:@req drifting grating at a low spatial frequency of 0.25 cy-
modulation in the residual activity with little or no modulationdes/o, but not others at higher spatial frequencies, both cells

in the average response. exhibited very strong gating by the stimulus.
Some recordings also showed a narrow band of activity
Simultaneous MUAs and SUAs consistent with oscillations superimposed on the broadband

activity that was universally observed. Figure 9 shows the

In the datasets with simultaneous recordings of SUA paiphase-locked spectruR), ;(w) (n = 0, 1, 2) of the simple cell
and MUA, we examined not only the phase-locked spectsaown in Fig. A plotted on a linear scale to emphasize this
within channels but also the phase-locked cross-spectra. As darrowband activity at~10 Hz (thin arrows). This peak is
tailed in thearpenDIX, the phase-locked cross-spectra descrilesent fom > 0, but less distinct, indicating that the oscilla-
how cross-covariances between channels vary throughout tbey activity was only partially gated by the stimulus cycle. In
stimulus cycle. We us@,; () to denote the phase-lockedaddition, a broader hump, spannirgl5 Hz (thick arrows)
cross-spectrum of order between channelsandk. P,(w) between carrier frequencies 20—-35 Hz, is present up to at least
denotes the phase-locked spectrum of omleyn channelj n= 4 (onlyn = 1, 2 shown), indicating nonoscillatory activity
considered in isolation. in the same frequency range is gated by the stimulus. The

Figure 7,A—C,shows phase-locked spectra and cross-specsecond single unit in this recording did not show the sharp peak
for two cells recorded simultaneously from electrodes 2 mat 10 Hz, but did show a slight “hump” fon = 1 in the 20-
displaced (laterally) in parafoveal V1. ChanrjeE 1 is a to 35-Hz range of frequencies.
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Fic. 5. A: peristimulus histograms of a V1 complex cell's response to drifting gratings presented at an orientations of 247.5°
(preferred) or 337.5° (orthogonal), spatial frequency of 2 cycles/°, temporal frequency of 1.06 Hz and 100% contrast, and a blank
condition (0% contrast). There is an an elevation of the mean rate for the prefered condition and a maintained discharge during the
blank and orthogonal conditionB: power spectruniP,(w) corrected for the driven response. There is a decrease in power in the
orthogonal condition compared with the preferred and blank condit@namplitude of the first-order phase-locked spectrum
P,(w). There is a distinct “hump” in the low-frequency range (1-10 Hz) primarily in the orthogonal conditi@mplitude of the
second-order phase-locked spectibgfw). E: phase left) and amplituder{ght) of the first 5 phase-locked spectra (amplitude for
n = 1 reproduced fronC; amplitude fom = 2 reproduced fronD). Presence of phase coherence in the high-order spectra indicates
that the residual activity is sharply gated by the periodic stimulus.

DISCUSSION

activity was gated by the stimulus during presentation of a
Summary of results

periodic drifting grating. This gating was not merely a “side
Stimulus-dependent spectral components in the residual &ect” of modulation of the average firing rate: in many cases,

tivity were identified using PLSA in single-unit responses of 2modulation was present up to the = 6 harmonic of the

macaque V1 cells. In most of the cells, we found that residustimulus cycle, even though the stimulus induced either a
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Fic. 5. (continued

nearly sinusoidal average response (PSTH) or primarily aaque V1 are consistent with previously identified PLSA com-
elevation of the maintained discharge. Furthermore, two cefisnents in local field potentials from this region (Victor et al.
showed gating of the residual activity during the presentatid®93). Oscillations were only occasionally seen in the average
of a nonpreferred stimulus, thus indicating a novel form giower spectr&y(w) of individual single units. In this regard, it
cross-orientation interactions. These SUA recordings from maay be important that all recordings were done with sufentanil
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. ‘ FIG. 6. Reconstructed envelopgf) that gate the
= residual activity of the V1 complex cell of Fig. 5, for

the preferred conditionA) and the orthogonal con-
5 0 ‘ , ] dition (B).

Seconds

anesthesia in light of recent evidence that opiate anesthetatsonship also does not account for the behavior of the few
may block high-frequency oscillations in the gamma rangeiits in which the phase-locked spectra are prominent for
(Whittington et al. 1998). stimuli that do not change the mean firing rate or for the sharp
In six cells, cross-spectra derived from SUA/SUA pair regating of the envelopes that also are seen occasionally (e.g.,
cordings revealed that gating of the residual activity of indFig. 6B). These observations appear to require a separate
vidual units by the stimulus typically was reduced (or in somsource of variability not directly related to the average re-
cases eliminated) in the phase-locked cross-spectra. Simgponse.
results were seen in 11 SUA/MUA pairs. While some single-
unit pairs did demonstrate strong gating of their Covariam%omparison of PLSA with related methods
this was true only for selective stimulus parameters. The de-
crease in phase-locked residual activity in the cross-spectra oSeveral methods of signal analysis share a common goal of
both SUA/SUA and SUA/MUA recordings suggests that er& search for an interaction between autonomous and stimulus-
velopes of residual activity seen in different individual singldriven activity. These techniques all examine second-order
units gate substantially independent sources of ongoing acttatistics of signals and have as their null hypothesis that
ity. Furthermore, the appearance of joint modulation for certairial-to-trial variability can be explained by stimulus-indepen-
stimulus parameters but not others suggests that the comment additive noise. In each analysis, the residual activity may
gating reflects dynamic changes in functional connectivitye considered to be a carrier, and its possible interaction with
rather than hard wiring (Vaadia et al. 1995). the stimulus is considered to be described by a window of
modulation (envelope). The distinction between these methods
is whether carrier and envelope are viewed in the time domain
or in the frequency domain and whether or not a periodic or
Previous workers also have noted that the variability dfansient event may interact with the signal.
cortical neurons is stimulus dependent and depends on thd o make these similarities more explicit, we introduce a new
mean firing rate (Tolhurst et al. 1983). This mean-varianegiantity B(t, ), closely related to the shuffle-corrected cross-
relationship predicts that the residual activity is nonzero baerrelogram, a well-known technique for analyzing spike trains
does not by itself predict the form of the residual activityPerkel et al. 1967). We call this function as the “time-resolved
because it does not model the dynamics of the dependerigtocorrelogram” and define it formally as
One way to compare the mean-variance relationship to our
analysis is to hypothesize that the variance depends on the ) = <(s<t + I) - <s<t + I>>><s<t 7I>
instantaneous (expected) mean firing rate and that the variance 2 2 2
at nearby times is independent. Under this hypothesis, the .
phase-locked specti,(w) are predicted to be independent of - <S<t - 5) >>> 4
the carrier frequency, and the synthesized envelope will be a
scaled replica of the average response histogram (adjustecHeye( ) indicates an average across independent samples of
the windowing function). Thus the mean-variance relationshgata taken at the same tirh@llowing a repetitive transient or
accounts for the shape of the synthesized envelope observenitial phase of a stimulus cycle. In esserg, 7) is similar to
most units. It also could account for our observations th#tie signal’s autocorrelation (with lag), but it is specific to the
phase-locked cross-spectra between units tend to be smaltinife t following the reference mark and has been corrected for
the variability in the two units’ responses are independentilie average response modulati@(t, 7) can be viewed as a
related to their means. However, the mean-variance relatigoint-PSTH (Aertsen et al. 1989), in which the same neuron’s
ship, along with these simple dynamics, does not account fessponse is collected on both channels and the mean response
the dependence of the phase-locked spe@ifa) on w. This is subtracted. The null hypothesis that signal and noise do not
dependence requires that variability at distinct times are camteract corresponds to the statement Bt ) is independent
related—the phase-locked spectra represent the Fourier tradfs-and also independent of the presence of the stimulus.
form of this autocorrelation structure. This mean-variance re-Figure 10 displays the connection between different analytic

Mean-variance relationship
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FIG. 7. Phase-locked spectra and cross-spectra for a simple and a complex cell recorded simultaneously from electrodes 2 mm
displaced (laterally) in parafoveal V1. Stimulus was a preferred drifting grating, at an orientation of 45°, a spatial frequency of 2
cycles/®, a temporal frequency of 1.06 Hz and 50% contrast. For these parameters, the simple cell showed a strongly modulated
response and the complex cell showed an elevation of maintained discharge (not shawdB: amplitudes fop) and phases
(botton) of the single-channel phase-locked speyaw) for the simple cellj(= 1, A) and the complex celf < 2, B), for orders
n=0, 1, and 2. [Phases fé; (w) are forced to be 0, and are not shown]. In both single units, strong phase cohereRg@Jor
was presentC: amplitudes and phases of the phase-locked cross-spgégirsw) for these units. Fon = 0, there is phase
coherence, indicating correlated activity between the 2 recorded units.
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Seconds Seconds Seconds
FIG. 8. Reconstructed envelopEgt) that gate the residual activity of the V1 cells of Fig.AZ.simple cell;B: complex cell;
C: cross-covariance. Note the differing vertical scales between panels.

techniques in the family that includes PLSB(t, 7), when The SAC is a special case of the Fourier transfornB@f 7)
averaged over the stimulus cycle to remove the dependencendtih respect to theenvelopevariable t. The more general

t, is the shuffle-corrected autocorrelogram, SAC( quantity is the phase-locked autocorrelation functgr)
1](s s
S f B(t, ndt = SAC(7) (5) é f e "2mISB(t, r)dt = Ay(7) (6)
0 0
Py.1(®) This quantityA,(7) is the component of autocorrelation that

varies with thenth harmonic of stimulus period. Far = 0,
A,(7) is the shuffle-corrected autocorrelogram.

};g / / A second Fourier transformation, this time in the carrier
100 variable 7, transformsA,(7) into P,(w). This transformation
80 makes sense if the stimul&ss periodic. That is, for a periodic
g0 stimulus, the time-resolved autocorrelogrB(h 7) is related to
40 - .
20 P.(w) by a double Fourier transform
0 .
0 10 20 30 40 50 60 70 1 S| = )
Po(@) = 3 f f gl ~2mniSe-ierg (¢, r)dtdr @
Py1(w) o
Another method in this family is time-frequency analysis
20 / (Tallon-Baudry et al. 1996). In this method, the envelope is
25 described in the time domain and the carrier is described in the
20 frequency domain. As seen in Fig. 10, the key quan@f,w)
. 15 can be obtained either by Fourier transformation of the carrier
g 10 variable r of the time-resolved cross-correlati@ft, 7) or by
5 . . .
g . ’ Fourier transformation of the envelope variablef the phase-
0 10 20 30 40 50 60 70 lOCkEd SpeCtrum'
P2.1(w) Qlt, ) = 2, 2P () = f " e B, ndr ®)
25 n —
20 / / This quantity generalize&(t) (see Eq. 3 by relaxing the

constraint that all frequencies are modulated by the same
envelope (i.e., the carriers are allowed to have different
10 - ‘ phases)E(t) can be recovered froQ(t,w) by averaging over
‘ frequencies (seEgs. 2and3). Q(t,) is essentially the Wigner
transform of the second-order statistics of the signal. While the

0 oot D - Wigner transform does not offer an optimal time-frequency

0 10 2 30 40 50 80 0 decomposition, improved estimates can be obtained by win-
dowing techniques (see Mitra and Pesaren 1999).

Frequency The above paragraphs provide for a common framework to

Fic. 9. Amplitudes of the phase-locked sped®a (w) (n = 0, 1, 2) of the  discuss several, apparently qui'ge diverse! investigations. In
1st cell in Fig. 7 replotted on a linear scale to emphasize a narrowbandefich case, properties of the residual activity are analyzed by
oscillatory activity at~10 Hz (thin arrows). This narrow peak is present forgne of the above techniques, depending on the nature of the
n > 0, indicating that the oscillatory activity was gated by the stimulus cycle.:; ; FRgH ’ ;

In addition, a broader hump, spannind.0 Hz (thick arrows), is present up toPStImUIUS S|gnal_ (peI’IOdIC or tranS|ent)_ and. on Wh.ether the
atleash = 4 (onlyn = 1, 2 shown), indicating that less sharply tuned activiPh€nomena of interest are best described in the time or fre-

in the same frequency range also is gated by the stimulus. guency domain. For example, Vaadia and colleagues (1995)
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Fic. 10. Relationship of several different approaches to the analysis of residual activity. Solid arrows represent Fourier
transformation in the carrier variable; dotted arrows represent Fourier transformation in the envelope variable.

examined multiple single neuron responses during the perfform to improve frequency and temporal resolution. Their
mance of aso/No-co paradigm with the joint peristimulus time study demonstrated significant non-phased-locked activity in
histogram, JPSTH (sekEq. 4 and surrounding discussion).several frequency bands and at different times. Some of the
These studies demonstrated that dynamic patterns of correletivity in these bands strongly correlated with the perception
tion (without modulation of the mean firing rate) could identifyof an illusory contour.
different behavioral responses based on the appearance of thEhese studies, which identified interactions of stimulus and
patterned activity in time referenced to the behavioral evemésidual activity, complement those of Arieli and colleagues
Friston (1995) carefully examined this result and further sugt996). In their study, ongoing brain activity was examined
gested that changes in correlation may reflect neuronal excitath optical imaging and extracellular recording techniques.
tion due to transient responses. This conclusion was reached®sults were interpreted as consistent with linear summation of
principal components analysis of a matrix derived from thihe deterministic response and the residual activity. However,
JPSTH. Other approaches to the analysis of contributions to thehis study the high-frequency response was superimposed on
JPSTH based on second-order statistics recently have bskw-frequency components of ongoing activity, or noise. It
developed by Brody (1998) and allow for a separation afid not address whether the correlation structure of single-trial
contributions of circuit properties and intrinsic membraneesponses could in fact be accounted for by the correlation
properties under certain circumstances. structure measured in the absence of stimulation. In terms of
Heinrich and Bach (1997) calculatég(t,w) from steady- the present study, this approach discards information about
state visual evoked potentials (VEPS) recorded from the humB@g{w) for n > 0 and does not compaf®(w) in stimulus and
electroencephalogram (EEG) at selected values (80—40 blank conditions. Thus interactions of the residual activity and
Hz). They labeled these components “residual frequency cothe average response were likely to have been overlooked.
ponents.” Their temporal envelopes showed that they were
stimulus dependent and differed from the standard VEP waygypjications for models of brain functions
form. Tallon-Baudry and colleagues (1996) analyzed human
VEPs obtained during presentations of illusory contour figures.Several investigators have emphasized the importance of
They augmented time-frequency analysis with a wavelet trarescillations (Singer and Gray 1995), bursts (Lisman 1997), or
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other transient, organized dynamic events in neuronal re- 1 [T .

sponses to stimuli (Aertsen et al. 1989; Bullock 1996; Friston Z(@, L, T+ AT, ty) = Lf s(t’ + AT + to)e ' 4Dt

1995, 1997; Victor and Purpura 1996). In striate cortex, oscil- T

lations have been described in response to coherent stimuli I LS .
(Gray 1994). Such activity also has been proposed to reflect =e [J St + 1o + AT)e “dt” - (A3)
formation of neuronal assemblies and to a play a role in linking '
multiple brain regions and local patches of neuronal circuits Tdwus the numerical values of the Fourier component&afA2will
facilitate binding (Llinas et al. 1994; Singer and Gray 1995p¢ offset with respect to the Fourier componentstqt Al by the
These stimulus-dependent events have been postulated td°hgse factoe =" in Eq. A3

flect important aspects of brain function other than rate codes. Z(w, L, T+ AT, ty) = e “Z(w, L, T, to + AT) (Ad)

The results here, of residual activity that is strongly modulated ) o
Autonomy now places strong constraints on the statistics of these

by an external stimulus, demonstrate rich spatiotemporal %mer components. First, consider the averagg(af L, T, i) over

namics 1n _neuronal responses. Stlmulus—dependgnt Change{ﬁl'mtegrals of lengttL (parameterized by the elapsed tirmig, which
brain activity are not restricted to narrowband, single popul@ze denote by

tion phenomena such as oscillations. The envelopes and spec-

tra calculated from PLSA allow us to visualize the dynamics of Zafo, L, to) = (Z(w, L, T, to)r (A5)
complex local network inputs that shape individual neuronaleragingeq. A4over the elapsed time leads to

responses. Moreover, the diminished stimulus-gated residual

activity in cross-spectra, compared with its prominence in Z(o, L, to) = e “Y"Z (o, L, to + AT) (A6)

individual single-chaﬂnel pha_ts.e-locked. spectra, suggests ﬂi]ﬁig must hold for time shifAT and frequencyv. On the other hand,
the envelopes of r.eS|duaI activity seen in |nd|v!dual units 982 cause the start timg is arbitrarily chosen, autonomy implies that
signals from multiple neuronal assemblies with only partial

overlap. Zalo, L, to) = Za(w, L, to + AT) (A7)

CombiningEgs. A6and A7 leads to

APPENDIX: THEORY Z (0 L t)(1— e 7 = 0 A8)

Phase-locked spectral analysis This must hold for alkw andAT, so it follows (for w # 0) thatZ, (e,

. L . . L) =0
PLSA extends spectral analysis to situations in which a peI’IOJI_C )

imulus i PLSA | dure: estimai ‘ Because (as we have just seen) the average values of Fourier
stimulus Is present. is a two-step procedure: estimation of 6, onents are necessarily 0, we examine the next simplest candidate

average response to a periodic stimulus and modified spectral analy§is,aracterize the statistics of the Fourier components: their variances

of the residual activity, i.e., the difference between individual r&s,y oyariances. We denote an averaged covariance of Fourier com-
sponses and the estimated average response. To develop and mw@{gms at two frequencies, and w, by
our method, we begin by revisiting the concepts behind the power 2

spectrum when there is no external stimulus and then extend th®s@.,, w,, L, to) = ((Z(wy, L, T, to) — Zaf(@, L, to)[(Z(ws L, T, to)
concepts to the situation where a periodic stimulus is present. The
discussion of the power spectrum is somewhat elaborate, to facilitate = Zalwz, L, t))r (A9)

an extension to the situation in which a periodic stimulus is presey, usedZ(w, L, T, ) to denote a sample of residual activity, namely

the departure of a Fourier component obtained from an individual

No external stimulus segment from its average value

We assume tha(t), the time series to be analyzed, is autonomous Z(w L T to) = Z(e, L, To to) ~ Zafw, L. to) (A10)

and stationary. That is, its statistics are independent of external stinRétaining the ternz, (w, L, to) in Eq. A10(even though it is 0 when

and also of our choice of a timg at which to begin the analysis. no external stimulus is present) allows the equation to apply more
Estimation of the power spectrum depends on the statistics génerally (see following text)jgquation A9,for the average covari-

Fourier components obtained from finite segments of the time ser@sce of the spectral components, takes the form

s(t). We useZ(w, L, T, t;) to denote the Fourier component at the

frequencyw determined from a finite segment of lendttthat begins Xal w1, wg, L, to) = ([8Z(wy, L, T, t9)][8Z(wy, L, T, to) ) (ALD)

after an elapsed time& after the arbitrary start timg. Formally As we now show, for a process in which the starting tigean be

. chosen arbitrarily, the ordinary power spectrum amounts to a calcu-
Z(w, L, T, tg) = 1] s(t + to)e " dt (a1) lation of X,,. On the one hand, shifting the start time of the analysis
L), interval fromT to T+AT leads to an equation analogousgEq. A6

Changing the elapsed tim&, in (1) by an amountAT leads to Xal @1, 05, L, to) = €7 Te X (w1, w, L, to + AT)  (AL2)

On the other hand the assumption of autonomy leads to an equation

T+AT+L
Z(w, L, T+ AT, ty) = LJ’ S(t + to)e 'dt (a2) analogous tdq. 7
T+AT

Xav(wlr w2, L! to) = Xav(wlf wo, L! tO + AT) (A13)

The data included in the integral are precisely the same as if t8®mbiningEgs. Al12and Al3 leads to
start timet, were changed tt, + AT, but the time to the start of the
analysis interval were held fixed @t With t' = t — AT, we find Xa(w1, 05, L, to)(1 — e e1te2dTy = o (A14)
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which must hold for amAT. ThusX,, must equal zero whea, + determined from a segment of lengthon channelj, beginning at

w, # 0. elapsed timd after the arbitrary start timg (Eq. A19. In analogy to
Whenw; + w, = 0in Eq. Al4,we may choos@, = w andw, = EQ. A5,we useZ ,(w,L, t,) to represent their average over a set of
—w. Equation Allthen becomes intervals parameterized Bly. The set of covariances of these compo-
- nents includes not only cross-products within a chapnelt also
Xal =0, 0, L, to) = (8Z(w, L, T, 19)8Z(w, L, T, to))r between pairs of channejsand k. Thus for multichannel data, the
= (|8Z(w, L, T, to)[2)r (A15) definition of the cross-covariances, analogou&tp A9,is

The right hand side dEq. A15is the variance of Fourier componentsXavik( @1, 2, L, to)) = ([Z(wy, L, T, to) = Zja@y, L, 1o [[(Ziwz, L, T, to)
determined from segments of lendth It therefore is related to the — Zealon Lty (A1)
power spectruniP(w) (Blackman and Tukey 1959) by

The phase-lockedross-spectrum, P, is defined b
P(w) = limy_.. LXo(—®, o, L, t,) (A16) P P R y

Equations A1sandA16 are independent of the start timyg and thus Poin(w) = lim .. anv;j,k(ln - w, m + w, L, 0) (A19)
we may choosg, = 0. X, (w,— w,L,0) approaches its asymptotic limit S S
of P(w)/L (Eq. A1§ whenL is larger than any correlation times of thePn.j’k(w) indicates the extent to which the cross-spectra of the residual

signal s(t) (Victor and Mast 1991). Thus in the autonomous casgctjyity in channel§ andk fluctuate with theith harmonic of the stimulus
second-order statisticEq. A9 of Z(w,L, T0) are described by the cycje If these residuals were uncorrelated, tReq.(w) would be O for

power spectrum: the covariances, (+ w, # 0in Eq. A1) are zero, )| yalues ofn. If these residuals were correlated but did not wax and

and the varianceswg = —w, in Eq. A1) are related to the power yane with the stimulus cycle, the®,; («) would be 0 forn > 0, and

spectrum byEq. A16. Po.;(@) would be the Fourier transform of the shuffle-corrected cross-
correlogram between channg¢landk (seebiscussion.

Periodic external stimulus Note (fromEgs. A18and19) that the phase of the cross-spectrum

o ) ] n . is the combined result of two influences. One contribution, analogous

When a periodic external stimulus is present, shifting the starttimetg the phase of the single-channel phase-locked spectrum, is the phase
of the analysis by arbitrary amounts may change the observed statisfigshe modulation envelope. This contribution is independeni.of
because the stimulus cycle provides a periodic marker (see BgD), The second contribution is specific to the multichannel situation and
However, for a stationary system, shifts of the start time by a multiple gfjses if there is a phase difference of the carriers on the two correlated
the stimulus period will leave the observed statistics unchanged. \Weannels. If, for example, the residual activity on two channels is
assume that the analysis periods a multiple of the stimulus perio8.  correlated with a delay between channel 1 and channel 2 (channel 1

The definition Eq. A1) of the covarianceX,(w,,w L, to) still  earlier than channel 2), then this delay contributes a phase'sf to
makes sense, but the average over elapsedTimest be restricted to p_ (). Phase coherence remains a valid test for the significance of
values of T that are multiples ofS to avoid averaging together p " (w). A band of consistent phases indicates a band of frequencies
estimates that begin at different phases of the external stimuly$which the residual activity on two channels is correlated at partic-
Furthermore, because the external stimulus provides a time markgy; times in the stimulus cycle (the 1st contribution). A nonzero slope
with periodS, equality inEq. A13only can be guaranteed for shifiS  of the phases within this band indicates a temporal shift of the carriers
only whenAT is a multiple ofS. It follows that X, (w,,w,,L, t5) can
have nonzero values whenevey + w, = (2am)/S, for any integen We thank P. Mitra for helpful comments and suggestions and for pointing

(and not jusi = 0, as in the "no eXte.r_nal stimulus” case). . out some limitations of the Wigner transform. We acknowledge the program-
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