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Mechler F, Victor JD, Ohiorhenuan I, Schmid AM, Hu Q.
Three-dimensional localization of neurons in cortical tetrode record-
ings. J Neurophysiol 106: 828–848, 2011. First published May 25,
2011; doi:10.1152/jn.00515.2010.—The recording radius and spatial
selectivity of an extracellular probe are important for interpreting
neurophysiological recordings but are rarely measured. Moreover, an
analysis of the recording biophysics of multisite probes (e.g., tetrodes)
can provide for source characterization and localization of spiking
single units, but this capability has remained largely unexploited. Here
we address both issues quantitatively. Advancing a tetrode (�40-�m
contact separation, tetrahedral geometry) in 5- to 10-�m steps, we
repeatedly recorded extracellular action potentials (EAPs) of single
neurons in the visual cortex. Using measured spatial variation of
EAPs, the tetrodes’ measured geometry, and a volume conductor
model of the cortical tissue, we solved the inverse problem of
estimating the location and the size of the equivalent dipole model of
the spike generator associated with each neuron. Half of the 61 visual
neurons were localized within a radius of �100 �m and 95% within
�130 �m around the tetrode tip (i.e., a large fraction was much
further than previously thought). Because of the combined angular
sensitivity of the tetrode’s leads, location uncertainty was less than
one-half the cell’s distance. We quantified the spatial dependence of
the probability of cell isolation, the isolated fraction, and the depen-
dence of the recording radius on probe size and equivalent dipole size.
We also reconstructed the spatial configuration of sets of simultane-
ously recorded neurons to demonstrate the potential use of 3D dipole
localization for functional anatomy. Finally, we found that the dipole
moment vector, surprisingly, tended to point toward the probe, leading
to the interpretation that the equivalent dipole represents a “local
lobe” of the dendritic arbor.

recording radius; extracellular action potential; multisite recording;
inverse problem; equivalent dipole; lead field theory

MULTICONTACT RECORDINGS HAVE HIGH YIELD (Blanche et al. 2005;
Csicsvari et al. 2003; Eckhorn and Thomas 1993; Gray et al.
1995; McNaughton et al. 1983) and improved accuracy of
single-unit isolation (Harris et al. 2000; Schmitzer-Torbert et
al. 2005). As models (Gold et al. 2006; Moffitt and McIntyre
2005; Pettersen and Einevoll 2008) predict and experiments
(Buzsaki and Kandel 1998; Drake et al. 1988; Henze et al.
2000) show, the shape and size of the extracellular action
potential (EAP) waveform depends on the relative position of
cell and probe. Thus, these recordings carry spatial information
about spike sources that is not available in single electrode
records. However, this spatial information is typically not
exploited, because extracting it requires solution of an inverse
problem, deducing the position and the size of the current
source of a spiking neuron from measurements of its EAP at
multiple locations.

Here, we solve this inverse problem by modeling the spiking
neuron with a single current dipole. The choice of a dipole
model rests on reasoning presented in detail in a companion
paper and its supplemental material (Mechler and Victor
2011). Briefly, although the membrane currents of a spiking
neuron constitute a genuinely distributed current source, the
resulting extracellular field is well approximated by that of a
dipole beyond a minimum distance and throughout the typical
cell-probe distances. The dipole approximation breaks down at
distances shorter than 30–50 �m from the cell, but it accu-
rately localizes the source provided that the cell-probe separa-
tion is greater than this minimum. Supporting evidence for this
[detailed in the companion paper (Mechler and Victor 2011)]
comes from extensive reanalysis of published data from other
laboratories and computer simulations. The monopole, with
four parameters (1 for intensity and 3 for the spatial coordi-
nates; 2 fewer than the 6 parameters of the dipole), is the
simplest possible source model, and it has been the most
frequently used alternative of the dipole in neuron localization
(Chelaru and Jog 2005; Lee et al. 2007; Somogyvari et al.
2005). However, it has a critical albeit hitherto not-well-
recognized flaw; it seriously underestimates the source distance
at typical cell-probe distances (see DISCUSSION; also see com-
panion paper and its supplemental material from Mechler and
Victor 2011). All other alternatives to the dipole will neces-
sarily have higher-order multipole contributions and thus will
have the disadvantage of requiring significantly more data to
constrain.

Tetrodes of nonplanar contact configuration (such as the
conical Thomas tetrodes), unlike some other single-cell record-
ing probes (e.g., linear or some planar arrays), have full
spherical sensitivity and thus offer spatially unconstrained data
to which any model-based localization method could be ap-
plied and tested [note that spherical sensitivity is a property of
the probe; methods of cell localization that use muiltipole
source models (monopole, dipole, etc.) will retain the spherical
sensitivity of the probe but will differ in radial accuracy]. Here,
we apply our dipole localization technique to identify the 3D
position and source magnitude of more than 60 neurons. The
dipole model explained 95% of the power in the EAP data.
From this population data, we derive an estimate of the record-
ing radius of a tetrode, estimate the fraction of neurons within
its recording volume that it isolates, measure the cortical
distribution of single neuron current source strength, and re-
construct the spatial configuration of local neuron ensembles.

Our tetrodes (Thomas Recording) are similar to those that
many laboratories use to record from single units in cortex.
Specifically for these probes, we find a recording radius of
�100 �m defined by the volume enclosing one-half of the
recorded neurons (�130 �m for the 95th percentile). Within
this recording volume, a single neuron’s location can be
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determined to within a sphere of radius �50 �m if the tetrode
is gradually “stepped” through cortex. We estimate that the
isolated fraction of all neurons present within the recording
volume is only about 1% or smaller. We find the measured
distribution of the dipole strength and orientation consistent
with a novel recognition that the equivalent dipole corresponds
to a “local lobe,” i.e., the lobe on the arbor of apical and major
basal dendrites nearest to the probe. This interpretation of the
equivalent source is rooted in cellular morphology and bio-
physics and accounts for a diverse set of physiological obser-
vations.

The localization capacity inherent in the “stepping tetrode”
or static polytrode technique is potentially of substantial phys-
iological importance. On the probed scale (�100 �m), the
functional microarchitecture of cortex consists of local ensem-
bles within cortical layers defined by shared input (Callaway
1998; Yoshimura et al. 2005) and, across layers, of function-
ally related neurons linked into perpendicular microcolumns
(Mountcastle 2003). How this organization determines local
anatomic and physiological scatter is a subject of sustained
interest (DeAngelis et al. 1999; Gallant et al. 1996; Hethering-
ton and Swindale 1999; Hubel and Wiesel 1974; Ohki et al.
2005; Yao and Li 2002; Yen et al. 2007), and addressing this
question demands tools with access to all cortical layers with
high spatial resolution and the ability to capture neuronal
dynamics on the ms scale. Tetrode recordings made with the
stepping method can fill this niche by making the high-
resolution reconstruction of the 3D spatial configuration of
local ensembles feasible, a novel complement to routine appli-
cation of these probes to the physiological characterization of
single units.

METHODS

Physiological Preparation

The experimental procedures were conducted in accordance with
the National Institutes of Health’s guidelines for the care and exper-
imental use of animals and under an approved protocol from the Weill
Cornell Medical College Institutional Animal Care and Use Commit-
tee. These experiments (“stepping”: intentionally moving the record-
ing tetrode in 5- to 15-�m steps) were interleaved between a larger
battery of experiments devoted to receptive field analysis that were
carried out with standard tetrode recording (Mechler et al. 2007;
Victor et al. 2006). The details of these preparations were described in
full there. Briefly, standard acute experiments were carried out in the
visual cortex of one adult male cat (3 kg) and two adult male macaque
monkeys (4–6 kg). Via surgery under initial gas anesthesia (1%
isoflurane), the animal was fitted with an endotracheal tube for
mechanical ventilation, a femoral arterial blood pressure probe, and
femoral venous catheters for delivery of anesthetics [a mixture of
propofol (Propoflo; 2–10 mg·kg�1·h�1) and sufentanil citrate
(Sufenta, 0.05–0.5 �g·kg�1·h�1)] and a paralytic (vecuronium bro-
mide, 1–2 mg/h). EKG, heart rate, blood pressure, end-tidal CO2,
rectal temperature, urine output, and EEG were continuously moni-
tored throughout the experiment, and body temperature was main-
tained in the physiological range via a temperature-controlled heating
blanket.

Recording

A 10- to 15-mm-diameter craniotomy and a smaller, �3-mm-
diameter durotomy was made to expose the visual cortex (either the
striate or the early extrastriate cortices). In each animal, one to three

recording tetrodes were placed on parallel tracks, spaced �300 �m
apart. An agarose-filled chamber surrounding the tetrodes insured
mechanical stability of recording. The headstage-amplified analog
signal from the four channels of the tetrodes (Minimatrix system;
Thomas Recording) was amplified, filtered (300- to 9,000-Hz pass-
band), and digitally sampled at 22,222 Hz (Cheetah data acquisition
system; Neuralynx). On each tetrode separately, a negative-going
threshold-crossing event on any of the four channels of the tetrode
(referenced to a skull screw) triggered the storage of 32 sample
points/channel (1.4 ms) of the EAP waveform on each of the four
channels, beginning eight samples (350 �s) before the peak potential.
Thresholds on each channel were set low enough to prevent missing
spikes from candidate single units, even at the cost of permitting
recording spike events from low signal-to-noise ratio (S/N) multiunit
sources. Because the triggering mode of the acquisition software was
limited to one polarity of voltage departures (either rising through a
positive value or falling through a negative value), we were forced to
choose between recording extracellular action potentials whose dom-
inant features were positive-going or negative-going peaks. We chose
the latter because negative-peaked EAPs are encountered most fre-
quently. [Due to the layout of dendritic line source configurations in
pyramidal neurons, positive-peaked EAPs are weaker and spatially
confined to the close proximity of major primary dendrites (Rall
1962), making them harder to detect by the electrode.]

Figure 1 illustrates the main aspects of the methods, data collection,
tetrode stepping, and spike preprocessing. Note that in this article we
use the convention of plotting action potentials with polarity inversion
(e.g., negative up).

Spatial Sampling of EAP in Tetrode-Stepping Experiments

We used the tetrode with a quantitative stepping method similar in
spirit to the approach pioneered by Rosenthal et al. (1966) for a single
electrode. The visually stimulated spike activity of a local group of
isolated single neurons was recorded repeatedly at incremental depths
along the tetrode penetration. The tetrode could be advanced to a
specified position along its track with 1-�m accuracy under the
computer control of the microdrive (Thomas Recording) (Eckhorn
and Thomas 1993).

A step consisted of advancing the tetrode very slowly (�1 �m/s)
for a specified step size (fixed for the entire experiment). A 1- to 3-min
interval followed each step to allow for tissue relaxation before the
recording of visually stimulated spiking at the new recording position.
Presented for a period of 2–4 min, the visual stimulus consisted of
computer-controlled drifting gratings, in which orientation or spatial
frequency was randomized, or a hand-controlled grating or laser spot
that is typically used during the “searching” mode of cortical visual
neurophysiological experiments.

An experiment lasted �1 h and consisted of nine to 18 cycles of the
above step-wait-record sequence. Based on pilot experiments, we
chose a step size of 5–10 �m and chose the number of steps to cover
a total distance of 90 � 10 �m along the recording track. With these
choices we were able to collect and isolate spikes from single units at
several consecutive recording positions (typically 3–6 steps; 50-�m
median span), and the spatial variation in spike shape over that track
segment was sufficiently large to allow for fitting the model dipole.

Figure 2A shows a typical data set (the spike emerged in step 1 and
was held through step 6; only these steps are shown). Note that at the
central contact (channel 0, the channel with the 2nd largest signal) the
waveform has maximal peak amplitude at step 1 (at 875 �m), two or
more steps ahead of the other channels (channel 2, with the largest
signal, peaks second at 895 �m). This is not surprising given the
geometry of the tetrode; the central contact emerges from the tip,
whereas the other contacts (leads 1, 2, and 3) emerge from the sides
of the cone (as diagrammed in Fig. 1A and Fig. 3).

The example shown is typical of the recordings. The 95% confi-
dence limit on the mean waveform was very low, � 2 �V on average,
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Fig. 1. Overview of the tetrode-stepping ex-
periments. A: a cartoon of the Thomas tetrode
is superimposed on a scale-preserving (but
cropped) mosaic image of neocortical neu-
rons (used here solely for the purpose of
giving a sense of the relative spatial scale of
the probe and histology). The separation
(�30 �m) of the 4 contacts on the conical
tetrode tip is comparable with the typical
separation of cell bodies in neocortex. The
dots along the line of penetration mark the
recording sites at successive steps. The verti-
cal scale bar represents 100 �m. B: the analog
spike waveforms are amplified, filtered, dig-
itized, and stored on a computer for offline
analysis. C: spike sorting consists of a step-
by-step clustering and linking of single-unit
data across steps. The images are the 3D
visualization of spike feature space (here,
waveform energy on 3 of the 4 tetrode chan-
nels) in 2 consecutive steps. The step-by-step
change of cluster configuration is a result of
the change in spike waveforms. Monitoring
the movement of clusters in feature space
helps trace the identity of candidate single
units (indicated by cluster color and label)
from 1 step to the next. D: the mean spike
waveforms on all 4 tetrode channels (rows)
for each single unit (columns) identified in
the 2 steps shown in C. Bars indicate the scale
of time and voltages. The 95% confidence
limits on the mean voltages were around �2
�V (not shown). Note that upward deflec-
tions represent negative extracellular action
potentials (EAPs). Mosaic image of Golgi-
stained neurons of human motor cortex is
reproduced, with permission, from Marin-
Padilla 1990 © (MIT Press).
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because it is an average of several dozens to several thousands of
spike events per neuron at each step. The mean (range) noise level was
21 �V (12–35 �V). The spatial minimum of the peak EAP amplitude,
defined for the same tetrode channel that registered the overall
maximum peak, averaged 91 �V (25–313 �V). This spatial “mini-
max” EAP amplitude indicates the effective criterion for single-unit
isolation in our recording. These values are similar to what other
laboratories reported for their tetrode or polytrodes (Blanche et al.
2005; Henze et al. 2000; Musial et al. 2002).

Spike Preprocessing

The recorded extracellular action potential waveforms were pre-
processed offline for further analysis in a three-stage procedure, as

described below. No neurons were recorded simultaneously on more
than one tetrode, so each tetrode’s data were handled independently.

The first stage was semiautomated spike sorting. This was carried
out separately at each stepped position. Spike clusters corresponding
to candidate single units were identified by using the commercial
software SpikeSort-3D (Neuralynx), which combines an efficient
automated spike-clustering algorithm (Klustakwik; by Dr. Ken Harris)
with a versatile graphic user interface. The algorithm works in
multidimensional “feature spaces;” we typically used waveform en-
ergy or peak voltages on each channel as coordinates. The initial
automated selection of candidate spike clusters was conservative
(tending to create multiple clusters from spikes from the same source
rather than a single cluster of spikes from different sources) and
yielded more clusters than were eventually accepted as single units.
To create final clusters, these candidate clusters were manually fused,
and noisy clusters were eliminated. Our criteria to combine two
clusters were that their corresponding waveforms were scaled ver-
sions of similarly shaped spikes, that their projections into “feature
spaces” were continuous, and that the events in the fused cluster
passed a 1.3-ms absolute refractory period criterion.

In the second stage, cluster identity was traced through all tetrode
steps. This user input-dependent process was aided by the visualiza-
tion of the multidimensional spike “feature space.” Figure 1C illus-
trates typical cluster movements in this space across a step of 10 �m.
Because the step size was kept small (�10 �m), cluster configuration
in feature space typically changed in an orderly fashion and provided
a useful aid in tracing the same unit across steps. The relative size of
clusters (in terms of spike counts) was a similarly useful characteristic
of unit identity. However, challenges were presented by occasional
large abrupt changes in cluster configuration or by the appearance or
disappearance of clusters across a pair of consecutive recording
positions. Because of this, correlations in waveform shape (or a differ-
ence-of-waveform norm) could not be used as the sole indicator of cluster
identity. Consequently, although automated tracking of clusters across
discrete recording positions would have considerably improved the effi-
cacy of our dipole localization procedure, existing automated cluster
linking methods (Emondi et al. 2004; Wolf and Burdick 2009) would
not have sufficed. Additionally, the candidate set of clusters to be
linked had to pass a test concerning the noise covariance; the noise
covariance (across the 4 channels) had to be similar at each tetrode
position. This criterion was included to ensure that there was no new
“noise source” (e.g., a new unit included in the cluster) as the tetrode
progressed.

Finally, to obtain the waveforms used for dipole localization,
waveform samples were interpolated (cubic spline), aligned to peak
time (center of mass across the 4 tetrode channels), and averaged
separately for each cluster at each recording site.

Fig. 2. A: typical data set collected by a stepping tetrode (a single unit in
macaque V4, L53c02t2 Unit 2). The spike waveforms (average of 900–1,400
spikes/step) registered by the 4 channels (rows) of the tetrode are shown in
separate columns for each of the 6 equidistant recording positions (top).
Waveforms were interpolated from 32 digital samples. Upward deflections
represent negative EAPs. The 95% confidence limit (�2 �V) on the spike
waveforms was smaller than the displayed line thickness. B: the spatial EAP
amplitude at a fixed sample time (0.35 ms; vertical line in A), plotted in
different color for each channel as a function of penetration depth relative to
the initial tetrode position. The continuous lines are the fits by the optimal
dipole source model. C–G: 5 more cells with similar data and the optimal
dipole fits. The macaque V4 cell in C was isolated in the same track segment
as the example in B. The cat V1 cells in E–G were also isolated in the same
track segment. The fitting error in C was twice the sample average and not
typical (the model fits had larger errors for only 5 of the 61 cells); the other
cells show the typical range (fractional root mean squared error � 0.05). The
recovered cell probe distances in these 6 examples span the 60- to 120-�m
range, also typical of the entire sample. The R-Z coordinates recovered for
these cells are given in the legend to Fig. 4.
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Dipole Characterization

A full treatment of our model-based approach to localizing a
spiking single unit from a set of spatially sampled extracellular action
potentials is given in a separate paper (Mechler and Victor 2011);
here, we present its main features.

The system consists of a volume conductor model of a block of
cortical tissue, a single-point dipole current source model of a spiking
neuron, and a multicontact probe (tetrode or polytrode) with faithfully
reconstructed geometry located somewhere within the volume con-
ductor. The forward transformation that solves the potential of a
known dipole is linear. Given the boundary conditions (zero potential
at the sides and bottom of the volume conductor, insulation at its
surface toward the dura and on its shared surfaces with the probe,
except at the contacts), the sought quantity, the electrical potential at
the contacts of the recording probe, has a unique value that can be
obtained by numerical integration. Our interest is in the “inverse
problem,” deducing the parameters (size and spatial coordinates) of
the source from a set of voltage measurements. As is well known, at
least since Helmholtz (1853), inverse problems are ill-posed (and
often nonlinear), and the solutions are necessarily conditional (and
approximate) and require special methods of further constraining—
regularizing—the problem. For this reason, the source model is
customarily restricted to a single dipole in biological (e.g., EKG,
EEG) source imaging; higher moments are doubtless present, but
including them in the source model yields diminishing returns. Be-
cause of the presence of noise in the data and the approximation in the
model, predictions are not expected to be an exact account of the data;
solutions are instead sought via optimizing an objective function that
represents a tradeoff between precisely accounting for the data and a
reasonable (i.e., low-magnitude) source.

Framing the problem as dipole characterization has the advantage
that it is separable into a linear optimization of the dipole moment and
a nonlinear optimization of spatial coordinates on the space of the
linear solutions. Thus, our overall approach is to consider a large
number of candidate dipole locations (see below) and for each
candidate location to determine the optimal dipole moment. The latter
is a linear problem and can be solved exactly. The solution is obtained
by a matrix operation that involves the “lead fields” of the tetrode.
These fields, one for each contact (“lead”) of the probe, defined at
every point in the volume conductor, conveniently summarize the
properties of the tissue � probe system. Lead fields are the forward
solution of a “reciprocal” problem; they are the fields that result from
injection of current through the probe contacts. We solved the lead
fields numerically using the finite element method on an adaptive
discrete mesh and interpolated them on a regular cylindrical grid.

To solve the nonlinear part of the problem, i.e., to localize the
dipole on a cylindrical grid, we applied the L-curve regularization
method (Hansen and Oleary 1993), a variant of Tikhonov regulariza-
tion, to optimize model error while minimizing dipole size. The
method is helpful to constrain the solution of ill-posed problems
where the error as a function of model parameters has a plateau (as in
the foot of an “L”) rather than a clear-cut minimum (as in a “V”).

The reason that a regularization approach is necessary and that a
more straightforward least-squares approach will fail can be summa-
rized as follows [see the companion paper (Mechler and Victor 2011)
for further details]. There are two sources of error in the fit: error
because there is noise in the measurements themselves and error
because the source model, a dipole, is only approximate. Simply
minimizing total error can lead to severe biases in localization. This is
because the minimization will choose a position for the dipole at
which measurement error and model error happen to cancel; i.e., the
error in the model is fitting the noise in the measurement. To avoid
this problem, we make use of the fact that this undesired behavior
typically occurs for a dipole that is positioned at an unreasonably large
distance (several hundred microns) and has a nonphysiological size.
Put another way, we can prevent the model from fitting noise by

keeping the model dipole small. This is formalized by the regulariza-
tion method mentioned above.

The credentials of this strategy are a focus of the companion paper,
and we summarize conclusions of that analysis here (Mechler and
Victor 2011). Up to a certain dipole size, the fitting error (residual) is
very sensitive to dipole parameters; the residual steeply decreases
with increasing dipole size. In this model-limited range, small adjust-
ments in the dipole vector location, direction, and size result in a
systematic and meaningful improvement in the ability of the model to
account for the data. But above that certain dipole size, the typical
gain in error reduction is diminished and no longer smooth. This is the
regime in which model error dominates the residual (signifying the
limitations of the dipole class), but dipole parameters become very
sensitive to noise, and solutions are not stable. Correspondingly, in
this regime the residual as a function of dipole size is rather flat but
has odd minima at isolated points, as is typical for solutions of discrete
inverse problems. Tikhonov regularization, by trading off error norm
with dipole norm, offers a disciplined and robust way to constrain the
solution to be meaningful. The optimal dipole is thus defined as the
largest dipole in the smooth model-limited regime (or the smallest
dipole in the noise-limited regime).

We note that the dipole optimization problem is mathematically
overdetermined; thus a least-squares solution does exist, and in
principle nonlinear minimization over the spatial coordinates of the
dipole could be used to find it. However, we emphasize that the
least-square solution is neither physiologically meaningful (because it
invariably overfits the data by using model parameters to account for
noise variance) nor robust (because it is easily trapped by odd local
minima in the noise regime).

Volume Conductor Model of Brain Tissue

Brain tissue was modeled as a 4-mm-high, 4-mm-diameter cylin-
drical volume composed of a 2-mm-high cylinder of gray matter
sitting on top of a 2-mm-high white matter cylinder. Gray matter and
white matter were modeled by passive homogeneous volume conduc-
tors with different scalar conductivities (�GM � 0.45 S/m and �WM �
0.15 S/m). This choice of gray matter conductivity, the geometric
mean of the conductivities of the cerebrospinal fluid [�CSF � 1.37
S/m (Barber and Brown 1984; Baumann et al. 1997)] and white matter
[�WM � 0.15 S/m (Barber and Brown 1984)], is physiologically
plausible in the sense that it is well within the values measured in
various cortices and species (Li et al. 1968; Lopez-Aguado et al. 2001;
Ranck 1963; Vigmond et al. 1997). However, �16–33% lower values
were used recently in a few modeling studies of pyramidal neurons in
neocortex [�GM � 0.33 S/m (Moffitt and McIntyre 2005)] or hip-
pocampus [�GM � 0.30 � 0.38 S/m (Gold et al. 2007; Gold et al.
2006)]. We note here that, in a homogeneous volume conductor, the
particular choice of conductivity affects the inferred dipole moment
size but not the accuracy of dipole localization or the estimated
recording volume (Mechler and Victor 2011).

As a first (and reasonably good) approximation, gray matter inho-
mogoneity is neglected here because the estimated effect of laminar
variation of volume conductivity in cortex (Lopez-Aguado et al. 2001)
on EAP amplitude has been estimated to be modest (Gold et al. 2006).

Tetrode geometry and model. Tetrodes were purchased from the
manufacturer, Thomas Recording. Thomas can customize their te-
trodes’ geometry and contact input impedance; the tetrodes used and
the range of parameters reported in this study reflect specifications
used in our laboratory for recordings in primate primary visual cortex.
General tetrode features (see Fig. 3) include a quartz-insulated shaft
shaped as a cylinder and, like a pencil, ground to a cone at the tip in
a sharp angle to expose the contacts. Embedded in the quartz coat are
four parallel microwires made of platinum-tungsten alloy (PtW), one
emerging as the central contact at the center of the tip (the point of the
pencil) and three emerging along the tip’s sloping portion at equal
angles in a concentric arrangement around the central one. The
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geometry of the design guarantees approximate equality of the ex-
posed areas of the elliptically shaped lateral contacts and the conically
shaped central contact, and this in turn provides for approximate
equality of input impedance on all four tetrode channels. The four
contacts also approximate a tetrahedron of equilateral triangles.

The diameters of the wires and the quartz cylinder are constant for
the last several hundred microns of their length leading to the conical
tip. The angle of the conical tip is adjusted by grinding in the 15–30°
range (half-angle measured within a plane on the tetrode’s long axis)
to achieve target contact impedances. Figure 3 summarizes the geo-
metric parameters of the tetrode tip and shaft that were used to build

the model tetrodes. The values (Table 1) were measured from high-
resolution scanning electron microscopic (SEM) images (not shown)
taken of four of the seven tetrodes used in this study after the
completion of the stepping experiments.

In our tetrodes, contact impedance at 1 kHz was 1.4 � 0.25 MOhm,
individually tested and certified by Thomas Recording. The specific
conductivity of the model conductor was modeled by the mean
(�PtW � 1.5 	 107 S/m) of the two alloy components, and that of the
quartz shield, as the ideal insulator (�vacuum � 0 S/m).

In the finite element model, the tetrode was introduced into the
cortex along the axis of the brain cylinder, with its tip halfway down
the gray matter. The outer boundary of the brain cylinder was
grounded, except at the top, where it was insulated. To calculate a lead
field, the selected tetrode lead was clamped at a unit current, and all
other tetrode boundaries were insulated.

The “Exact Probe” and “Approximated Probe” Sets

Since it is often not possible to measure tetrode geometry directly,
we were interested in determining the importance of the precise
geometry for the model fit. In our experiments, three of the seven
tetrodes could not be scanned, and we had to approximate their
geometry in the model. This distinction defined two subsets of our
data, one recorded from tetrodes whose measured geometry was
determined from SEM images (“exact-probe” set; n � 43) and the
other (“approximated-probe” set; n � 18) recorded from tetrodes
whose geometry was modeled by the median among the imaged
tetrodes (the median tetrode is listed second in Table 1 and used in
Fig. 2). To determine the importance of knowing the precise geom-
etry, we maintain this distinction between these subsets in the analysis
below.

The dipole fit and its error. The quality of a typical dipole fit in an
exact probe data set is illustrated in Fig. 2B. The EAP amplitudes
predicted by the optimal dipole (lines) correspond closely with the
measurements (symbols) on all four tetrode channels; they account for
95% of the power in this data set. The term “power” is used here in
the standard way, the variance in the data around zero. More precisely,
for a measure of fitting error, the mean squared error (MSE) was
divided by the average of the squared voltages in the data (the data
power) to calculate the fractional MSE (fMSE):

fMSE �
1

4Nstep
�
i�1

Nstep

�
k�1

4

�Vi,k � Ṽi,k�2 ⁄ 1

4Nstep
�
i�1

Nstep

�
k�1

4

Vi,k
2 ,

where Vi,k and Ṽi,k are, respectively, the EAP amplitudes measured
and predicted on the kth tetrode channel at the ith tetrode location
(“step”).

Using the spatial EAP sample constructed for peak EAP time (as in
Fig. 2), we similarly solved the optimal equivalent dipole source for
each of the 61 neurons in our sample. On average, the dipole model
captured �96% of the power in the spatial EAP data, leaving a fMSE
of 4%. On average, only 1% of the fitting error can be attributed to
uncertainty in the EAPs; the 95% confidence half interval (2 �V)
divided by the mean EAP (98 �V) and then squared represents (2/98)2

Fig. 3. The geometry parameters used in models of Thomas tetrodes, shown in
2 views: axial (A) and lateral (B). Their definition and their values measured for
4 reconstructed tetrodes are given in Table 1.

Table 1. Parameters used to model tetrode geometry

Tetrode dcore, �m �tip/2,° htip, �m Acont, �m2 rCE, �m sCE, �m sEE, �m dshaft, �m hshaft, �m

03-0591 7 18.5 11 121 17 54 36 63 95
06-3200 8 25 9.5 118 17 40 36 56 60
07-0087 5 26.5 5 44 13.5 30 28 50 50
07-0088 6.5 25 7 78 13.5 32 28 50 54

dcore, Diameter of lead wires; �tip/2, half-cone angle; htip, cone height of exposed central contact [� 1/2 dcore tan (�tip/2)]; Acont, exposed contact area [�
�dcore

2 /sin (�tip/2) for both center and eccentric]; rCE, lateral axis-to-axis separation of the center and the eccentric core wires; sCE center-to-center separation of
center and eccentric contacts [� rCE/sin (�tip/2)]; sEE, center-to-center arc separation of two eccentric contacts (� 2�rCE/3); dshaft, shaft diameter; hshaft, cone
height of entire tip below shaft cylinder.
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�0.04% fMSE. Thus most of the error was systematic, i.e., a model
error. In the cell of Fig. 2B, for example, the rate of potential variation
with probe position appears faster than what a dipole predicts, prob-
ably indicating a quadrupole contribution.

The various potential sources of localization error are addressed in
detail in the accompanying paper (Mechler and Victor 2011). One
form of model error relates to the probe geometry. The fitting error in
the exact probe set (fMSE � 3%, range 1–11%; n � 43) was
significantly lower than in the approximated probe set (fMSE � 6%,
range 1–30%; n � 18). Thus, although tetrode models built with a
lack of knowledge of the exact geometry lead to larger errors in dipole
characterization, the fitting error is still acceptably small in most cells.

Another potential localization error is a bias that the choice of
source model class introduces. We show that, for recordings in most
cortical areas, the dipole could slightly overestimate (by �10–15%)
typical cell-probe distances. However, the monopole severely under-
estimates distances (by at least �50%). Because experimental data on
the true position of the isolated neurons is undisputedly difficult to get,
we addressed the question indirectly via model simulations and
reanalysis of data from other laboratories. We give a brief summary
here.

In the first set of simulations [2nd supplemental material of the
companion paper (Mechler and Victor 2011)], we aimed to determine
how well we can recover the direction and distance of various kinds
of known model sources (e.g., monopole, dipole, quadrupole, or
distributed like in a real cell) by localization that assumes that the
source is a monopole or a dipole. An interesting and perhaps surpris-
ing aspect of one of these analyses is that the amount of data power
explained by the source model is not an indicator of localization
accuracy. As these simulations, as well as mathematical analysis,
show, localization accuracy strongly depends on how well the as-
sumed source model matches the characteristics of the actual source.
In particular, a monopole underestimates a dipole’s distance by
one-half, and when the roles are reversed a dipole overestimates a
monopole’s distance by a 100%, even though the fitting errors are
very small and comparable in both scenarios. In general, the mono-
pole has a larger localization error for sources that have significantly
higher moments, like the distributed sources of real neurons. A key
insight related to this latter point is presented in the 1st supplemental
material of the companion paper (Mechler and Victor 2011). There we
show, by reanalyzing both real data and realistic neuron models from
other laboratories, that the field around real neurons, beyond a mini-
mum distance (e.g., �r0 �30 �m), has a radial decay that resembles
the dipole. We note that r0 and a dipole-like regime that holds for
distances beyond r0 has been predicted by the analysis of passive
cable models, using realistic geometry of cortical pyramidal and
stellate neurons (Pettersen and Einevoll 2008). That study and the
results of the first set of our simulations together predict that, for fields
like those around neurons at distances �r0, the monopole would
underestimate the cell location by as much as 50%. In contrast, the
dipole model under the same conditions does a very good job. We
show this in a second set of simulations in which the source field has
a radial decay that resembles the one around real neurons; for
cell-probe distances �r0, we find that the dipole model makes a
modest (�15%) overestimation of source distance.

Sample Pooling

After completing the dipole localization analysis for each neuron,
we retrospectively checked for the validity of pooling across subsets
that differed in cortical areas (V1 vs. V4), species (cat vs. monkey),
probe size (contact separation varied by �%50), or whether probe size
was known or not known. Only the known difference in probe size
was statistically significant. Specifically, the size and distance of the
optimal dipole in the different subsets did not differ by �25% across
areas and species. Mean cell-probe distance was significantly larger
(P � 0.03, 2-sample t-test) in the subset probed with the largest

tetrode (109 �m) than the smallest tetrode (92 �m). The tetrodes
involved are those listed in the first and third rows of Table 1.

Finally, subset variances were not significantly different (P � 0.03,
Levene’s test) whether defined by tetrode or by tissue.

RESULTS

We used dipole localization to quantify three major aspects
of the spatial sensitivity of tetrodes: 1) their estimated record-
ing volume, 2) the isolated fraction of neurons within that
volume, and 3) the sampling anisotropy and localization pre-
cision of the tetrodes in isolating these neurons. We also
address 4) the distribution of the equivalent dipole size
(strength of current source) and the orientation of its moment
vector in cortical neurons. Finally, to highlight the utility of
dipole localization, 5) we reconstruct the position of recorded
neurons along the electrode track.

Neuron Sample

The sample population consisted of 61 single neurons from
visual cortex. The cells were isolated in 11 stepping experi-
ments made with seven tetrodes in one cat and two monkeys
(the animals were used in conjunction with other experiments
reported elsewhere). Thus, on average, a tetrode isolated six
single neurons along a 90-�m-long track (the most was 13).
The sole cat experiment yielded 10 neurons on a single track in
area 17. In the monkey experiments, multiple tetrodes were
simultaneously placed and used at multiple cortical depths;
some were in V1 (a total of 18 single cells), and others were in
V4 (a total of 33 single cells).

Recording Volume

The six examples shown in Fig. 2, B–G, illustrate the range
of the quality of the dipole fit in our sample. In each case,
except for the cell in Fig. 2C, the optimal dipole accounted for
�95% of the power in the spatial EAP data (sampled at peak
EAP time, as indicated by the vertical line in Fig. 2A). This was
typical of our sample; across the 61 neurons in our sample, the
dipole model captured �96% of the power in the spatial EAP
data.

We use the dipole fits to characterize the volume of brain in
which a tetrode can isolate the action potentials of single
neurons. To do this, we analyze the distribution of cell-probe
separations. We define this as the distance between the spatial
location of the optimal dipole fitted to each neuron and the
location of the recording tip in the step where the EAP of the
neuron was first discriminated as a single unit (the results were
not significantly different in an alternative analysis that used
the step position nearest to the cell). We first consider the
population distribution of cell-probe distances and then refine
the analysis to take into account the direction of the neuron
from the recording tip.

There are two ways to characterize the dependence on
distance. From the point of view of the tetrode, it is useful to
know the distribution of distances to neurons that the tetrode
can isolate. This leads to an estimate of the recording radius of
the probe. From the point of view of a specific neuron, it is
useful to know how the probability of isolation depends on
distance from the probe. This leads to an estimate of the
recording radius of a neuron. The two are related but need not
be equal because they reflect different probabilities.
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The tetrode’s point of view is taken in Fig. 4A, top. Half of
the isolated neurons are located within a radius of R50 � 97
�m; 95% are within a radius of R95 � 132 �m. This distribu-
tion indicates the probability that a tetrode records a neuron at
a radius r. The recording radii analyzed separately for the exact
probe subset (R50 � 94 �m) and approximated probe subset
(R50 � 106 �m) were not significantly different (P � 0.4,
Wilcoxon rank sum test) (note that these measurements are
medians).

To change to the neuron’s point of view, we need to
determine the relative probability with which a neuron at a
given location is isolated; this is the local isolated fraction (a
volume density function). This quantity varies with spatial
position around the probe and measures locally (i.e., within an
infinitesimal volume around a given spatial location in 3-di-
mensional space) the expected number of isolated neurons as a
fraction of the number of locally present neurons. Assuming
spherical symmetry of probe sensitivity, this density function
depends only on the radial distance r from the probe, so it is
proportional to the probability that a tetrode records a neuron
at a radius r (identical to that of Fig. 4A), but it is divided by
the number of cells available within the volume of a probe-
centered thin spherical shell of radius r. Assuming uniform cell
distribution, the latter is the product of the shell volume and
the average numerical neuron density obtained from the liter-
ature [we used n � 0.12 	 106 mm�3, typical estimates for

macaque V1 (Cragg 1967; O’Kusky and Colonnier 1982)]. To
get the normalization right, the fraction must also be multiplied
with the average number of simultaneously isolated neurons,
Nisol, that is experimentally determined for a probe (we used
Nisol � 3.6, as determined in the section dedicated to the
“isolated fraction” below; note that the overall isolated fraction
we report there is the volume average of this local isolated
fraction).

Results of this calculation are shown in Fig. 4A, bottom. The
histogram (Fig. 4A, bottom, open bars), obtained by binning the
data in 20-�m-thick spherical shells, shows a rough estimate;
the smooth curve is the kernel density estimate free of binning
artifacts and incorporates in a principled way the measured
uncertainty about the location of each cell (for details, see
legend to Fig. 4). The shaded domain indicates the bootstrap
estimate of the 95% confidence limits around the curve. The
local isolated fraction is low (�0.01) everywhere, but it varies
with radial distance from the probe, and its behavior can be
roughly divided into two domains at an inflexion point near 90
�m. For radial distances �90 �m, the fraction declines mono-
tonically and fast. For radial distances �90 �m, the fraction
hovers in the 0.002–0.005 range, with a small local peak near
70 �m and a small dip near 50 �m. The large oscillation in the
local isolated fraction seen for distances �50 �m is unreliable
(confidence limits are wide and include zero) because this part
of the distribution represents only three cells. The radial

Fig. 4. Analysis of the 3-dimensional distribution of the cell position relative to the tetrode as determined by the optimal dipole loci. A: characterization of the
recording volume of the Thomas tetrode in visual cortex. Top: characterization via percentiles of distances to isolated neurons. Closed bars represent the exact
probe subset (median 94 �m; n � 43); open bars represent the approximated probe subset (median 106 �m; n � 18). Bottom: the radial variation of the local
isolated fraction, i.e., the volume density of the number of isolated single cells as a fraction of the locally available neurons. For the kernel estimate (smooth
curve), cell location probability was modeled with 3-dimensional Gaussians with adaptive bandwidth; i.e., the standard deviation of the Gaussian was 1⁄3 of the
scatter radius measured for each cell. This guaranteed that �96% of the probability mass of the kernel was contained within the scatter radius, consistent with
its definition; see RESULTS for scatter radius below. Shaded area indicates the bootstrap estimate of the 95% confidence limits. B: the distribution of dipole loci
projected on the plane of vertical (Z) vs. radial (R) axis by sweeping the x-y plane around the tetrode axis (R � 0). The origin is at the tetrode tip, and the space
occupied by the tetrode is shaded. The inner and outer semicircles enclose the volumes corresponding to R50 and R95, respectively. �Exact probe subset (n �
43); �approximated probe subset (n � 18). The recovered R-Z coordinates (in �m) of the 6 examples in Fig. 2, given in their order of presentation, are (60,
�10), (80, �30), (90, 18), (110, �25), (90, 40), and (100, �70). C: the x-y distribution of the optimal dipoles (z-coordinates collapsed); symbols show same
subsets as in B. The arrows indicate the azimuth direction of the eccentric leads. The coordinate rings with 100- and 150-�m radii approximate R50 and R95,
respectively. The dots stacked outside the 150-�m ring represent the binned azimuth distribution.
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distance, Rp0 � 90, where the isolated fraction has its inflexion
point (left vertical line), corresponds closely to R50. The radial
distance, Rp1 � 125 �m, where the isolated fraction drops by
a factor of 1/e (right vertical line), corresponds closely to R95.

These raw estimates of recording radius may be overesti-
mates by 10–15% due to biases related to the dipole model [see
DISCUSSION and also the companion paper (Mechler and Victor
2011)].

We also note that the lead field radii of the individual
contacts provide a first approximation for the recording radius
of the tetrode as a whole. The extent of the lead field can be
determined in terms of an equivalent contact potential defined
with a standard dipole source. Specifically, we define the “lead
field radius” as the distance from the lead at which a neuron
with a dipole moment of typical strength (and optimal align-
ment with the lead field vector at all positions) produces a
signal that reaches a criterion voltage that corresponds to
isolation threshold (for further details, see Mechler and Victor
2011). Using the average dipole moment in visual cortex of 5
pA 	 m (see below) and a criterion potential set near isolation
threshold (�50 �V), the lead fields of both central and eccen-
tric contacts were found to be r50�V � 135 � 3 �m. The
R95 tetrode radius is larger then those field radii but smaller
than the radius of the union of the fields.

Next, we examined how isolation depended on the direction
from the probe tip to the neuron. We reference neuron location
to the position of the tetrode where each neuron’s EAP was
first isolated along the track, using cylindrical coordinates
centered at the tetrode tip: the distance along the track (Z), the
radial distance from the track (R), and the azimuth (�). Figure
4B shows the R vs. Z joint coordinate distribution along with
semicircles corresponding to r50 and r95. Note that no neurons
were located in the space occupied by the tetrode (shaded
area). This was not built in to the fitting procedure and serves
as a check on its accuracy. The dependence on elevation was
consistent with random sampling. The apparent slight bias
toward cell positions located below the tetrode tip (negative
z-coordinates) in the approximated probe set (Fig. 4B, �
symbols) was not significant (n � 18, 1-sided t-test, P � 0.08);
no such bias was present in the exact probe subset (n � 43,
1-sided t-test, P � 0.5; Fig. 4B, �). Another apparent bias, one
toward the near-equatorial elevations, is accounted for by a
volume effect; 79% of neurons are located within the middle
90° of elevation centered on the equatorial plane; this is not
significantly different from the 71% expected from a homoge-
neous distribution (P � 0.1; n � 61, bootstrap test).

On the other hand, the dependence on azimuth was not
random (Fig. 4C). In the joint distribution of the radial and
azimuth coordinates (symbols as in Fig. 4B), there was a
preponderance of neurons that were located in azimuth direc-
tions in between rather than toward eccentric contacts (the
latter face in the direction of the 3 arrows 120° apart). This bias
is statistically significant for both the exact probe subset
(circular mean test applied to 3 	 azimuth, P � 0.02, n � 43)
and the approximated probe subset (P � 0.05, n � 18).
Although we cannot rule out fitting bias, we think the threefold
symmetry of the bias in azimuth sensitivity is likely due to
synergy between the pairs of eccentric leads; cell isolation is
more likely if the cell can be recorded from at least two
eccentric leads, and this is most likely to happen in planes that

are about equally distant from two eccentric leads of the
tetrode. In those directions, the field strength of two eccentric
leads will be comparable, and more importantly, the lead field
vectors will be more likely to be similarly aligned [in an
approximately radial direction; see azimuth profile of the
distortions in the eccentric lead fields in the companion paper
(Mechler and Victor 2011)]. The two factors, especially the
second one (which is much less dependent on cell distance),
are necessary for two eccentric leads to register EAP with
sufficient S/N from the same dipole source. Indeed, as expected
of good tetrode-like recordings, the extracellular records of
most isolated cells had a good S/N (�2; see METHODS) on at
least three of the four tetrode leads, always including the
central lead.

Precision of Dipole Localization

The above dipole characterization assumes that the neural
spike generator is a spatially fixed, temporally modulated
current source. We exploit the temporal redundancy in this
assumption to asses the precision of dipole localization. Spe-
cifically, we fitted the point dipole model independently to
samples of the EAP waveforms obtained at five instances,
spanning both the negative and positive deflections in the spike
waveform. As a measure of precision, we determined the
“scatter radius,” the radius of the smallest sphere that contained
all five location estimates. Note that this estimate is a conser-
vative one, since it is possible that part of the scatter reflects
genuine source dynamics; over the course of an action poten-
tial, the dominant currents could change positions, e.g., as the
somatic depolarization propagates to the dendrites.

The distribution of the scatter radius (Fig. 5A) indicates that
precision is 60 �m or better for 47 of 61 (77%) of the cells. The
mean for the entire sample was �51 �m (n � 61) and not
significantly different for the exact probe and the approximate
probe subsets (47 vs. 60 �m; P � 0.15, t-test). Intuitively,
one would expect that precision is better for neurons that are
close to the probe. This is confirmed in Fig. 5C, which plots the
scatter radius (from Fig. 5A) against the estimated distance
(Fig. 5B, replotted from Fig. 4A). Indeed, these two quantities
are significantly correlated (r2 � 0.42, P � 0.001); the scatter
radius is approximately one-half of the estimated distance.
[Note that the scatter radius cannot be explained by the local-
ization error attributed to the discrete spatial sampling of the
finite element model (Fig. 5C, bottom dashed line).] Thus the
typical neuron can be localized within a spherical volume
whose diameter is approximately the same as its distance from
the probe. In other words, the spherical volume of uncertainty
about a cell’s location is approximately an order of magnitude
smaller than the spherical recording volume. The directional
uncertainty is even smaller. Viewed from the tetrode tip, the
sphere of uncertainty around the location estimate occupies
approximately one-fifteenth of the 4� solid angle represented
by the entire recording volume. This is calculated as follows.
The angle of the viewing cone, whose vertex is at the tetrode
tip, is defined by the distance, R, of the cell from the tetrode tip
and the radius, r, of the uncertainty about the location of the
cell. The vertex angle of the cone, 2�, is determined by the
radii as sin� � r/R, and the solid angle of the cone, 
, is in turn
determined by the vertex angle as 
 � 2� (1 � cos�). Substituting
sin�, using the identity sin2� � cos2� � 1 and expressing 
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as fractions of the full solid angle, we get 
⁄4��(1/2)(1�(1�
(r⁄R)2)1⁄2).

For the average radii in our data, r/R � 1/2 and 
/4� �
1/15.

The scatter radius was larger in the approximated probe
subset (Fig. 5C, open bars or � symbols) than in the exact
probe subset (Fig. 5, closed bars or circles), but the propor-
tionality between them remained the same.

The Isolated Fraction of Cortical Neurons

Our analysis of the recording volume allows us to estimate
fisol, the isolated fraction associated with tetrode recordings in
visual cortex. This fraction, fisol � Nisol/Ntot, is the ratio of the
expected number of isolated neurons, Nisol, over the expected
total number of neurons, Ntot, within the spherical recording
volume, Vrec, of a stationary tetrode. We directly determine
Nisol from tetrode stepping experiments, calculate Vrec from the
recording radius inferred from source localization, and derive
Ntot from published estimates of the numerical neuron density,
n, in the probed brain area as Ntot � nVrec.

The spherical recording volume of a stationary tetrode, of
recording radius, R, is Vrec � (4�/3)R3. The tetrode passing
through a track segment of length, h, probes a brain volume,
Vtrack, that is larger than Vrec by the �R2h volume of an h-long
cylinder of the same radius, i.e., Vtrack � Vrec � �R2h or
Vrec/Vtrack � 1/(1 � 3h/(4R)). The stepping experiments pro-
vide for a direct estimate of Ntrack, the average yield of isolated
neurons in a single experiment; of this, Nisol is the same
fraction as Vrec is of the total volume probed along the track:
Nisol/Ntrack � Vrec/Vtrack � 1/(1 �3h/(4R)).

Our experiments yielded two to 13 neurons per track, 61 in
total on 11 tracks, making Ntrack � 5.5 � 4.0 (mean with 95%
confidence interval). The high variability of yield is attribut-
able to factors other than track length (h � 90 � 10 �m).

Taking R � R95 � 132 �m, the recording radius within which
95% of isolated neurons were located (Fig. 4), leads to Nisol �
3.6 � 2.6 in Vrec,95 � 9.6 	 10�3 mm3. Assuming n � 0.12 	 106

mm�3 (Cragg 1967; O’Kusky and Colonnier 1982), a consen-
sus estimate of neuronal density in monkey visual cortex, the ex-
pected total number of neurons in Vrec,95 was Ntot � 1,150, making
the isolated fraction fisol � Nisol/Ntot � 0.0031 � 0.0023, or slightly
less than 1 in 300.

The alternative definition of the recording radius, R � R50 �
96 �m, leads to a slightly larger isolated fraction. This choice,
which corresponds to a 50% yield (Ntrack/2), leads to Nisol,50 �
1.6 � 1.2 and Ntot,50 � 440 in Vrec,50 � 3.7 	 10�3 mm3 and
yields fisol,50 � Nisol,50/Ntot,50 � 0.0036 � 0.0027 or slightly
more than 1 in 300. This calculation highlights the nonlinear
dependence of the isolated fraction on the distance from the
probe; it remains near its maximum at close ranges (Fig. 4A,
bottom), and it gradually declines for r � R50 distances.

Note that the estimate of fisol can range widely and is also
subject to some uncertainty. If the same calculation used the
more recent estimate of the numerical density in macaque V1
(Collins et al. 2010), which is 30–50% greater than the older
consensus we cited above, fisol could be as low as 0.002
(similarly, the cell density estimated in V4 in the same study
would make the isolated fraction 0.004 in V4). Importantly, the
Collins et al. study also documented strong cell density varia-
tions with cortical representation of visual eccentricity, imply-
ing that the isolated fractions could be significantly different
for the same tetrode used in different areas of the visual cortex
in the same animal. The upper bound on the fraction that these
tetrodes can isolate in visual cortex is likely near �2%. This is
the fisol value in our sole cat experiment, benefiting from a
higher than average yield (Ntrack � 10) and a lower numerical
density [n � 0.05 	 106 mm�3 (Beaulieu and Colonnier
1987)] than in monkey.

Fig. 5. Precision of spatial localization using a dipole
model. A: distribution of the scatter radius, a measurement
of localization error. It is defined as the radius of the
cortical volume enclosing the loci of optimal dipoles inde-
pendently fitted to a neuron at different times into the action
potential. Overall mean, 51 �m (n � 61). The exact probe
subset (closed bars; mean 47 �m, n � 43) and the approx-
imated probe subset (open bars; mean 60 �m, n � 18) were
not significantly different (P � 0.16, t-test). B: distribution
of the 3-dimensional distance of the tetrode tip from the
optimal dipole locus at peak action potential time (repro-
duced from Fig. 4A, top). Means (not medians): overall, 96
�m; exact probe subset, 95 �m (closed bars); approximated
probe subset, 98 �m (open bars). C: joint distribution of the
above 2 parameters. Circles depict the same cells as those
represented by closed bars, and plus symbols depict the
same cells as those represented by open bars in A and B.
Linear regression (top dashed line) identifies a significant
correlation with a positive slope (0.54, P � 0.001). Similar
results hold separately for circles (0.49, P � 0.001) and the
plus symbols (0.64, P � 0.01). The bottom dashed line is
the localization uncertainty expected from the discrete
spatial sampling of the finite element model.
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These raw estimates of isolated fraction are underestimates
by �8%, due to ignoring the volume occupied by tetrode itself,
and may be by another 20–30%, which is due to a possible
10–15% overestimation of source distances by the dipole
model [see DISCUSSION and also the companion paper (Mechler
and Victor 2011)]. (The implied overestimation of Vtrack was
derived from its dependence on the recording radius as above).

The Equivalent Dipole Moments

Dipole characterization yields, in addition to the location, an
estimate of the dipole moment vector that characterizes appar-
ent magnitude and orientation of the equivalent current source
of the isolated neuron.

Figure 6A shows, on a log scale, the distribution of the
dipole moment magnitude, �p�, in our pooled sample. It has a
single peak, positioned approximately at the median (4.48
pA 	 m), and the bulk (�90%) of the sample falls within a log
unit interval centered on the peak (1.6 to 16 pA 	 m). The
medians were indistinguishable in cat vs. monkey cortex (P �
0.80, Wilcoxon rank-sum test) and in V1 vs. V4 (P � 0.09,
Wilcoxon rank sum test). The continuous shape and single
mode indicate no distinct categories of cortical neurons that
could be identified by the equivalent current source size. We
could not assess laminar dependence, because histological

track reconstruction was available in only a minority of these
experiments.

Differences in tetrode geometry (as expected) did not sig-
nificantly influence the inferred dipole size. However, knowing
the probe geometry exactly did make a difference (Fig. 6B): the
dipole size, �p�, was larger by a �1.26 factor in the approxi-
mated probe subset than in the exact probe subset (P � 0.05,
Wilcoxon rank sum test). Given that the measured EAP am-
plitudes, V, were comparable, the increase in �p� is almost
entirely explained by the �1.13 increase in the apparent
source-probe distance, (D; Fig. 5), together with the V � pd�2

potential falloff of dipole fields.
We also analyzed the orientation of the equivalent dipole,

and this proves important in understanding its origin. There
was a strong tendency for the equivalent dipole to point toward
the probe (Fig. 6B). In this summary figure, each unit vector
indicates the direction of one cell’s dipole moment vector,
referenced to the direction from the probe to the cell. To bring
the cells into this common reference frame, each cell’s dipole
direction vector was rotated (first in the azimuth plane, next in
the orthogonal plane) by an amount that was required to realign
the same cell’s probe-to-cell direction with the red bar in this
plot. Thus, with respect to the original coordinates of the dipole
direction and the probe-to-cell direction, the angular coordi-
nates shown in Fig. 6B are the relative azimuth (varying in the

Fig. 6. The equivalent dipole determined for a sample of n � 61 neurons in visual cortex. A: the distribution of the log magnitude of the equivalent dipole moment
(pA 	 m). The median dipole moment is 4.5 pA 	 m (coinciding with the mode of distribution on log scale). The closed-bar portion of the histogram shows
the exact probe subset (median 4.4 pA 	 m), and the open-bar portion shows the approximated probe subset (median 5.6 pA 	 m). B: the relationship between
the dipole moment and the direction from the probe to cell. For each cell, the measured direction of the optimal dipole moment vector is plotted as a unit vector,
following transformation into a frame in which the probe-to-cell direction is aligned to the red arrow. Specifically, the azimuth of each plotted vector (around
the horizontal circle) is the azimuth of the cell’s dipole relative to the azimuth of the cell position, and the elevation (above or below the horizontal plane) is
the elevation of the cell’s dipole relative to the elevation of the cell’s position. The symbols, indicating the end points of the unit vectors, depict the same 2 subsets
as before. C: 2-dimensional projections of the data in B, with the shaded area indicating a conical domain of 50° half-angle. The conical domain is predicted
by cell morphology (see text). Projections are on the azimuth plane (top), the frontal vertical plane (middle), and the orthogonal vertical plane (bottom) (red bar
is behind the plane). In 75% of the cells, the optimal dipole direction was within the conical domain, i.e., within 50° of alignment to the cell-to-probe axis. Subsets
and corresponding symbols are as defined in METHODS and shown as described in Figs. 4 and 5.

838 3D NEURON LOCALIZATION FROM TETRODE RECORDINGS

J Neurophysiol • VOL 106 • AUGUST 2011 • www.jn.org

 on S
eptem

ber 6, 2011
jn.physiology.org

D
ow

nloaded from
 

http://jn.physiology.org/


horizontal equatorial plane) and the relative elevation (varying
in the vertical plane; it is zero in the horizontal plane).

Figure 6C shows the planar projections of the data in Fig.
6B. Approximately 75% of the dipoles are within 50° of the
cell-probe direction (shaded domain), and they appear to be
randomly distributed. The remaining 25% of the sample
differs from the majority by exhibiting excessive (i.e.,
�50°) departure from the cell-to-probe direction in azimuth
(Fig. 6C, top) and/or elevation (Fig. 6C, middle). Figure 6C,
bottom, reveals that the departures in dipole azimuth and
elevation (relative to the cell direction) are correlated with
each other. Moreover, these outliers exhibit a threefold
symmetry (indicated by 3 black arrows 120° apart) of the
directional variation of tetrahedral tetrode sensitivity. A
similar threefold pattern was seen in the x-y coordinates of
the recovered cell locations (Fig. 4C).

The expected alignment of the dipole vector with the cell-
to-probe direction (opposite the red bar in Fig. 6) can be
estimated by the angle of the vector mean of the rotated unit
dipole vectors; its deviation from the direction of the cell-probe
axis was �4° and not significant (P � 0.50; jackknife), and the
sample median of the deviation calculated for each cell, a
measurement of scatter around the cell-probe axis, was 33°.

Finally, we provide the statistics on the angular coordinates
of the cell location (defined by the probe-to-cell vector) and the
dipole moment vector in unrotated coordinates. (Note that,
because of a sign convention of probe-centered coordinates, a
dipole moment vector that is aligned with the cell-to-probe
vector will have the opposite elevation and an azimuth that
differs by � rad.) Thus, consistent with the above alignment of
these vectors, moment elevation was significantly anti-corre-
lated with location elevation (circular correlation coefficient
less than �0.8, P � 0. 01), and their sum was not significantly
different from 0 rad (circular mean test, P � 0.3). Moment
azimuth was significantly and positively correlated with loca-
tion azimuth (circular correlation coefficient �0.7, P � 0.001),
except in the approximated set (P � 0.06); they were maxi-
mally out of phase, as indicated by their difference not being
significantly different from � rad (circular mean test, P � 0.4).

This analysis was on EAP samples taken near the negative
voltage peak; for samples taken at a time after the voltage
polarity flipped, the results are similar, except then the moment
and location vectors tend to be aligned rather than opposed (not
shown).

In summary, Fig. 6 shows that the direction in which the
probe encounters a neuron determines the orientation of the
equivalent dipole moment of the cell. This is at first sight quite
puzzling, since one might expect that the dipole direction is
fixed (by the geometry of the cell), and the direction of
encounter is random. In the DISCUSSION, we introduce the notion
of the local lobe to show how this unexpected observation can
arise, how it sheds light on the nature of the “equivalent
dipole,” and how it is related to the nature of the dendritic
arbor. Accordingly, the confinement of the data in Fig. 6 within
a conical domain can be taken as a vivid illustration of the local
lobe; the unit vectors trace the solid angle footprint of the
average local lobe of dendrites on the typical visual cortical
neuron that our tetrode isolates.

Track Reconstruction and Spatial Configuration
of Local Ensembles

The above dipole localization technique makes it possible to
reconstruct the spatial configuration of a simultaneously re-
corded local ensemble as a tetrode is stepped along a track.

Figure 7 provides a proof of principle, illustrating the recon-
struction of the spatial configuration of a local ensemble of
eight neurons along a 90-�m-long track. At each of the 10
recording positions in this experiment (represented by the dots
along the track line below the tetrode pencil in Fig. 7), it was
possible to isolate signals from at least four neurons. The
equivalent point dipole source of each neuron was estimated at
five successive moments in action potential time (as described
for the scatter radius above). Note that for each cell the five
location estimates scatter within a volume that is easily distin-
guished from those associated with other neurons; the local-
ization precision is good enough, and the isolated fraction is
low enough to discriminate between distinct sources (neurons)
within the simultaneously recorded ensemble. This reconstruc-
tion also demonstrates that one can estimate the relative dis-
tances of pairs of neurons with a precision that is much greater
than the limits of the recording radius. This inference follows
because the accuracy of each cell’s location is determined by

Fig. 7. The spatial configuration of a local ensemble of single units in visual
cortex identified and localized from a single tetrode-stepping experiment. The
steps spanned a 90-�m segment of the track (line in cyan). The green “pencil”
represents the tetrode in its position at the 1st step. Different symbols (and
colors) represent each of the 8 identified neurons (U2–U9), and 5 of the same
symbol represent the same neuron as localized by the optimal dipole fitted at
5 different moments in action potential time. Triangles point to the locus of the
dipoles fitted at peak action potential time, and the base of a triangle indicates
the linear span along the track in which the corresponding neuron could be
isolated.

8393D NEURON LOCALIZATION FROM TETRODE RECORDINGS

J Neurophysiol • VOL 106 • AUGUST 2011 • www.jn.org

 on S
eptem

ber 6, 2011
jn.physiology.org

D
ow

nloaded from
 

http://jn.physiology.org/


the scatter radius, which is much smaller than the recording
radius (Fig. 5). Thus, in a typical recording that supports dipole
localization (e.g., the one shown in Fig. 7 made with a stepped
tetrode), the individual locations of two neurons can be readily
resolved, even though both are within the recording radius of
the probe. In contrast, for a single electrode or an unstepped
tetrode, the neurons’ positions cannot be resolved within the
recording radius, nor can be the distance between any pair of
such neurons (the best estimate of the distance is comparable
with the recording radius and the same for all pairs). The
greater precision of the dipole-localized neurons’ positions
leads to a correspondingly greater precision of the distances
between the neurons.

Spatial reconstructions similar to the one shown were ob-
tained for a total of 11 local ensembles, each consisting of five
to six neurons on average, recorded in separate stepping
experiments, all spanning comparable track lengths. In all
cases, single units were as discernable as in this example.

DISCUSSION

Summary

We have investigated the spatial sensitivity of tetrodes for
single-unit recording in the brain. The tetrodes studied have a
rigorously specified geometry (tetrahedral contact configura-
tion; Thomas Recording), and the brain areas we focused on
(visual cortex of monkey and cat) are well characterized and
often studied with such probes. The basic strategy was to
advance the tetrode stepwise along the track to sample the
EAPs in multiple locations and to apply our recently developed
cell localization method, 3D dipole characterization (Mechler
and Victor 2011), to these recordings. With this tool, we were
able to quantify the recording characteristics of tetrodes and
gain insight into the properties of cortical neurons.

We have found that the recording volume (radius �100 �m)
of a stationary tetrode was much larger than its most frequently
quoted antecedents (�60 �m) (Gray et al. 1995; Henze et al.
2000; Maldonado et al. 1997; Seshagiri and Delgutte 2007),
that within this volume the isolation sensitivity was approxi-
mately homogeneous and the isolated fraction of neurons small
(�0.3%), and that the neurons could be localized with a
precision that was much smaller (radius �50 �m) than the
entire recording volume. This improved precision for localiz-
ing a cell requires that it is recorded by the tetrode in more than
one position. Pointing to a promising future application, we
reconstructed the position of recorded neurons along the elec-
trode track to highlight the potential utility of dipole localiza-
tion for studies of local circuit physiology. One finding was
surprising; the equivalent dipole had a strong tendency to point
toward the recording probe. As we discuss below, this suggests
that it is not the entire dendritic arbor but rather a local lobe
that accounts for the essence of the neuron-probe interaction.

This local lobe viewpoint proves helpful in interpreting a
large number of observations, including our dipole character-
ization results. Therefore, we discuss it first and then turn to
our specific findings related to the recording volume and spatial
isolation characteristics of tetrodes. These characteristics,
which are crucial for the interpretation of cortical extracellular
physiology, are difficult to estimate, may strongly depend on
the method of assessment, and can vary, even for the same

probe, with the type of brain tissue sampled. Thus, the next
major portion of the DISCUSSION details the limitation of our
approach and results, and with these in mind we compare our
results with those obtained by other investigators.

The Equivalent Dipole

The local lobe interpretation. We find that the moment
vector of the equivalent dipole tends to point toward the probe.
This is at first surprising, because it is not what one would
expect from the standard “far-field” interpretation of the equiv-
alent dipole (in which the moment vector is fixed in space by
the morphology of the neuron independent of the direction to
the probe). But it does make sense once we recognize that the
probe is not in fact in the far field. Rather, the probe tends to
pick up activity in the nearest lobe of the soma-dendritic arbor
(highlighted in Fig. 8). Since the dendritic arbor of most
cortical cells tends to have an approximate radial symmetry
(spherical, cylindrical, or that of a flattened ellipsoid; see e.g.,
Sholl 1953), then no matter what direction the probe ap-
proaches, the nearest lobe of the arbor will be oriented from the
soma toward the probe. In terms of cellular geometry, this lobe,
the local lobe, is understood to be a portion of the dendritic tree

Fig. 8. Interpretation of the equivalent current dipole of a pyramidal cell. The
dipole is determined for the peak time of action potential. Its moment vector
(blue arrow), oriented by definition from sink (�) to source (�), tended to
point away from the soma and toward the probe. This suggests that our dipole
localization determines the equivalent source of a local lobe of the soma-
dendritic arbor that is nearest to the probe and thus dominates the local
extracellular potential field. This should be largely independent of the relative
angle of penetration if the dendritic arbor has an approximate spherical
symmetry. The (cropped) image of the layer 5 pyramidal cell is used here for
illustration only. It is reproduced, with permission, from Cauller and Connors
1992 © (Oxford Academic Press).
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whose trunk is one of the primary dendrites anchored at the
soma (including but not limited to the primary apical dendrite).

This interpretation also accounts for the scatter of angles
between the dipole direction and the cell-probe direction (Fig.
6, B and C), since the angular scatter we measure experimen-
tally is consistent with the known geometry of cortical neurons.
To see this, we use a quantified feature of neuronal geometry,
the number of primary dendrites, to estimate the angular
subtense of a typical local lobe. The number of primary
dendrites in the pyramidal cells (and the spiny stellate cells) of
the visual cortex is highly conserved across species; from
rodents to primates, it is n � 6.0 � 2.5 (Sholl 1953; Elston and
Rosa 1997; Larkman 1991). Assuming that each of these
dendrites occupies the same volume of space, the solid angle
occupied by each local lobe is given by 
 � 4�/n. Standard
solid geometry relates this solid angle to the apical half-angle
� of its cone: � � cos�1 (
/2�) � cos�1 (1 � 2/n), i.e., � �
50 � 10° for n � 6.0 � 2.5. As seen in Fig. 6B, this apical
half-angle corresponds to the maximum angle between the
radial axis of the nearest lobe (i.e., the dipole direction) and the
cell-probe axis we observe in the data (Fig. 6, B and C). Thus,
the local lobe interpretation is consistent with an anatomic
interpretation of the data in Fig. 6, B and C, the moment
vectors trace the solid angle of the average local lobe of
dendrites on the typical visual cortical neuron that our tetrodes
isolate.

The current contributions of the local lobe are likely to be
dominated by the soma compartment and the trunk or root
segment of the primary dendrite. At peak action potential time,
large inward Na� currents make the soma region of the neuron
act as the dominant sink (�), and although all dendrites play
the role of the (distributed) current source (�), only the
potential contributions from the currents in the nearest large
dendrites of the arbor are large enough to register at the probe.
We can estimate the effective sink-source separation from
elementary biophysical principles using the notion of a length
constant from cable theory. Pettersen and Einevoll (2008)
analyzed the AC length constants for ball-and-stick model
neurons. Assuming realistic soma diameter and stick lengths of
a few hundred micrometers (basal dendrites of neurons in the
cortex are about this long), they calculated a �50-�m length
constant at 1 kHz (the temporal frequency characteristic of
action potentials). There are two features of real neurons that
will tend to make the effective sink-source separation on the
local lobe shorter than this. First, the real dendrites are branch-
ing trees, not sticks, and currents flowing into the side branches
accelerate the rate of current loss in the radial direction away
from the soma, making the length constant genuinely shorter.
Second, the dendritic arbor on a real neocortical neuron has
many lobes, each corresponding to one primary dendrite, and
because of symmetry considerations the superimposed fields of
all the other lobes together act to weaken the field of the local
lobe at hand. This makes the length constant of the effective or
equivalent dipole of the local lobe appear even shorter than it
is. Thus we think that the characteristic spatial separation of the
effective sink and source currents of the local lobe is short, at
most a few multiples of 10 �m.

We emphasize that this notion is quite distinct from the
equivalent dipole of far-field approximation of the whole
pyramidal cell. The latter is the sum of all local lobe dipoles,
of which the dominant one aligned with the apical dendrite

emerges only at long ranges. The “long-range” regime refers to
distances that are several times greater than the effective
separation of all sources and sinks, not just the source-sink pair
within a local lobe. Thus the far-field approximation is relevant
only at a distance of several hundreds of microns from the cell,
relevant to EEG and perhaps to local field potential studies but
beyond the range of tetrode recording.

Two previous studies support and refine this picture. Pet-
tersen and Einevoll (2008) simulated cable models of cortical
pyramidal neurons with realistic geometry and passive mem-
branes; they found that the EAP measured in the 20- to 200-�m
range in the direction orthogonal to the apical dendrite will
have a dominant dipole component whose moment is oriented
in the same direction. Also consistent with the above notions,
Gold et al. (2007), using realistic membrane conductances and
geometry, found that the current contributions from the nearest
dendritic compartments dominate the EAP. Moreover, because
the active Na� currents of spike generation are likely concen-
trated in the perisomatic region, the currents on the more
distant dendrites would likely share the opposite polarity. Thus,
the current source for a locally probed EAP is anticipated to
consist of a local lobe of the soma-dendritic arbor anchored to
the soma.

The notion of the local lobe is anticipated to be valid only
beyond some minimal distance, r0, which is comparable with
the effective size of the distributed currents that contribute to
the dipole. This is consistent with published simulation results
from several computational studies of realistic neuron models
and our reanalyses (Mechler and Victor 2011 and the supple-
mental material therein), which consistently demonstrated that
there exists a near-field dipole-like regime beyond a minimum
distance, r0 � 30-to-50 �m, extending to 200 �m and beyond.
The critical distance, r0, is larger for larger neurons (for
pyramidal cells in rodent hippocampus r0 � 20–30 �m, in cat
or monkey V1, r0 � 30–50 �m) or when the active currents of
the neuronal action potential generator are more spread out in
the dendrites. A rule of thumb is that r0, the beginning of the
dipole regime, is about four times the soma radius, i.e., r0 �
4rsoma (Rall 1962).

From the point of view of localization of a neuron via its
EAP, our simulations (Mechler and Victor 2011 and the
supplemental material therein) indicate that a dipole model
applied to a realistic distributed source can recover the location
of the source provided that r � r0. Those simulations also
indicated the procedure tended to slightly (�10–15%) overes-
timate source distance, which our estimate of the recording
radius is expected to inherit. On the other hand, the biophysical
notion of the local lobe may suggest that by associating the
soma with the locus of the optimal dipole (a point dipole) we
underestimate the soma-probe distance by one-half the char-
acteristic length of the effective biophysical dipole. As men-
tioned above, the characteristic spatial separation of the effec-
tive currents, sink at the soma, source somewhere on the
primary dendrite, is likely capped by r0, so this bias is probably
�r0/2 The above validates the dipole source model for cell
localization, even though it represents only a part of the
neuron.

As an alternative to the local lobe interpretation (in which
the effective dipole depends on the position of the probe) of the
finding that the dipole tends to point toward the probe, one
might consider an interpretation in which the dipole is fixed to
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the cell. According to this alternative interpretation, the bias in
the measured dipole directions is simply due to recording only
from the cells that are approached from the direction of that
fixed dipole (the lead fields of the tetrode would be insensitive
to a cell positioned along the orthogonal directions, because the
probe would be near the null plane of the dipole of the cell).
This, however, is not consistent with our data or known
anatomy, as we detail here. First, consider that, conceivably,
data similar to Fig. 6 could also arise from encounters with
neurons that have fixed equivalent dipoles, but these are
randomly oriented; such a distribution could be expected for
the weak far-field dipoles of stellate neurons. However, even if
the same dipoles prevailed in the near-field approximation for
stellate neurons, this scenario could apply only to cells re-
corded in the granular layers, but those could constitute only a
minority of our cortical sample. Next, consider a scenario
concerning pyramidal cells, the class containing the majority of
cortical neurons. The dominant, apical dendrites are approxi-
mately parallel and orthogonal to the laminar planes of cortex,
and they determine the far-field dipole; let’s assume that in this
scenario they prevail in determining the equivalent dipole in
the near-field approximation as well. This scenario should
result in a sample of isolated neurons in which both the
recovered cell locations and the dipole moments were biased
by an angle (with respect to the probe axis) that is equal to the
penetration angle (with respect to the apical dendrites). Thus,
recovered dipoles would tend to point to the probe only in the
specific case when the probe penetration was nearly aligned
with the apical dendrites, i.e., very close to orthogonal to the
laminar plane. But in that case probe sensitivity would be
greatest immediately below the tip, resulting in a sample
heavily biased for locations immediately below the tip. Our
penetrations were along sharp but nonzero angles (�15–30°)
with respect to the cortical surface normal, and yet we see no
such position bias in our data. Thus neither scenario is consis-
tent with our data.

We mention that we did not record the precise value of the
angle of our oblique penetrations (they were in the approximate
range of 15–30°). Although the results presented here do not
depend on it, knowledge of the penetration angle is obviously
crucial for any application of dipole localization that aims at
studying the functional microarchitecture of cortex.

The local lobe interpretation of the equivalent dipole to-
gether with the minimum distance for the dipole regime offers
a concise account for a number of otherwise puzzling obser-
vations in our data in addition to the main finding that the
equivalent dipole tends to point toward the probe. It also
provides some guidelines for the implementing and interpret-
ing this approach. We highlight these in the following.

The cell-probe distance where isolation likelihood dips and
peaks. The dipole localization will overestimate the distance to
cells encountered by the probe at very short distances (r � r0),
yielding an apparent distance larger than r0 (supplemental
material of Mechler and Victor 2011). This systematic error
will result in an empirical volume-corrected distribution of
cell-probe distances (Fig. 4A, bottom) that is impoverished for
distances r � r0 and has a local maximum at r � r0 (due to the
erroneously projected short-distance subset). We see this in our
data: a dip below 50 �m and a small peak near 70 �m (Fig. 4A,
bottom).

The cell-probe distance where fitting error peaks. Since the
local maximum in the isolation likelihood of cell-probe dis-
tances at r � r0 results from neurons in which the local lobe
approximation fails, the dipoles fit to the EAPs of these
neurons should have the largest MSEs. Indeed, we see the
largest fitting errors in a handful of cells localized near 70–80
�m (not shown).

No polarity inversion in EAP. A dendritic arbor of approx-
imate radial symmetry, essentially a radial array of lobes,
predicts that the probe will see no polarity inversion of the EAP
as the electrode is advanced beyond the neuron. Rall’s (1962)
classic analysis of passive cable models predicted this phenom-
enon, and it is corroborated by a common anecdotal experience
of most investigators of most cortices. In contrast, polarity
inversion of the EAP becomes frequently detectable in the CA1
area of hippocampus (Csicsvari et al. 2003), where dendrites of
the pyramidal neurons have a characteristically anisotropic
organization.

Dipole moment larger for local lobe than the whole cell. The
magnitude of the equivalent dipole corresponding to the whole
neuron in the far-field approximation (Kyuhou and Okada
1993; Murakami and Okada 2006) appears to be smaller than
the dipole we identified and associated with a single local lobe.
This is not a contradiction because the far-field dipole results
from summing the contributions of each local lobe of an arbor
of approximate radial symmetry, and contributions from op-
posing lobes should mostly cancel (by symmetry consider-
ations, the resulting far-field dipole should align with the
relatively larger apical dendrite).

Linear span of cell detection may be shorter than recording
radius. If, as informal observation about the typical cell mor-
phology suggests, the dendritic arbor is somewhat flattened, the
length of detectable signals along most passages will be ex-
pected to be shorter than the distance to the cell (in contrast,
they are expected to be comparable for random passes through
a perfect sphere). This expectation is borne out by our data;
average passage length was 54 �m (see METHODS), and average
cell-probe distance was �100 �m (Fig. 4A, top).

Recording volume may inherit anisotropies from the neural
substrate. In V1, we found that the recording volume is
approximately isotropic. The local lobe viewpoint predicts that
in a brain area in which the cellular morphology is highly
anisotropic, the recording volume will inherit this anisotropy
because some directions of probe approach will be more
effective than others. One obvious example is the organization
of basal dendrites in the pyramidal cell of CA1 of the hip-
pocampus in a cone that is directed away from stratum pyra-
midale, the layer of somata, to clear the room for the densely
packed cell bodies. This organization results in a reinforcement
of current contributions from each lobe of the basal arbor,
resulting in a net current flow aligned with the apical dendrite.
Consistent with this axial dominance, Henze et al. (2000)
measured a R � 50 �m recording radius in the plane of stratum
pyramidale of CA1, but these same authors found evidence that
the EAP spread was larger in the orthogonal CA1 direction
(Henze et al. 2000; see Recording radius scales with source
size below).

Dipole moment of local lobe is unsuited to classify neurons.
The equivalent dipoles determined by source modeling are not
likely to be cell type specific, since they depend on the
encounter between the probe and the local lobe rather than the
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overall geometry of the dendritic tree. As a consequence, the
distribution of dipole moment magnitudes cannot be expected
to reflect anatomically or physiologically defined cell classes.
Indeed, we discerned no distinct modes in the moment distri-
bution in visual cortex.

Source model support for spatially extensive EAP sample.
The notion of local lobe highlights the importance of keeping
the spatial EAP sample relatively local, i.e., within a small
solid angle viewed from the soma, to support the underlying
dipole model. We met this criterion in our tetrode experiments
because the average passage length and cell-probe distance
(see above) together defined a small angle [(2�/6)2 sterad].
Use of a sample that extended much beyond this could em-
phasize the distributed nature of the source and would require
a source model more complex than the single dipole. This issue
may arise with spatially extensive silicon polytrodes (Blanche
et al. 2005; Csicsvari et al. 2003) that can pick up very small
signals over large distances by taking advantage of spike-
triggered averaging.

Sampling EAP at peak time is optimal for dipole
localization. Dipole localization is best done from estimates
taken before or at peak EAP time, when the equivalent dipole
is both the largest and its location is most well determined.
This is because the second half of the action potential wave-
form is dominated by potassium currents, which are not as well
confined to the perisomatic region as the sodium currents that
dominate the first half (Gold et al. 2006).

The Recording Radius and Volume of Tetrodes

The Thomas tetrode. After correcting for the 10–15% excess
by which the dipole model tends to overestimate source dis-
tance (Mechler and Victor 2011), and estimating separately for
different contact separation (�s) on the Thomas tetrodes, the
R50 recording radius was �80–85 �m for the smaller and
intermediate tetrodes (�s � 29 �m and �s 38 �m, respec-
tively) and �95–100 �m for the larger tetrode (�s � 45 �m).
These ranges of tetrode sensitivity are generally consistent with
the characteristic linear span (can be �200 �m) over which
polytrodes reportedly register signals from cortical single units
(Blanche et al. 2005; Drake et al. 1988) but remain signifi-
cantly larger than the �50- to 70-�m recording radii reported
for twisted wire tetrodes (Gray et al. 1995; Henze et al. 2000;
Maldonado et al. 1997; Seshagiri and Delgutte 2007). There
are several reasons the estimates can differ; the most important
ones are difference in source model type, probe size (contact
separation), and neuron size. We discuss these separately
below.

Monopole models lead to localization bias. Perhaps because
of its simplicity, several studies have used a monopole source
model to localize neurons from extracellular recordings (Che-
laru and Jog 2005; Lee et al. 2007; Somogyvari et al. 2005).
However, as discussed above (The local lobe interpretation),
the field around a neuron beyond a minimum r0 is accurately
approximated by a dipole rather than a monopole. For a cell at
r � r0 distance from the probe, the monopole model will
underestimate its distance by about 50% (Lee et al. 2007; also
see 2nd supplemental material in Mechler and Victor 2011).
The absolute localization error at r � r0 can be large enough to
be comparable with the recording radius of the probe.

Even for probe positions very close to the cell (r � r0, where
the dipole model fails), the monopole model may be of some-

what limited accuracy because it alone cannot fully capture the
changing rate of potential falloff with distance in the cell
vicinity (1st supplemental material of Mechler and Victor
2011). However, these near encounters are likely signified by
large EAP amplitudes recorded by the probe, and the absolute
error of localization will not be too large (�r0).

Recording radius scales with contact separation. Recording
radius is expected to depend on contact separation monotoni-
cally. Intuitively, reliable single-unit isolation is achieved
when a criterion level of relative signal amplitude variation,
measured across the probe contacts, is reached. To meet this
criterion, a smaller probe would have to be moved closer to the
source, where the signal itself is also stronger.

To quantify this, assume that the EAP amplitude, V, of a
neuron depends on distance, r, according to a power function,
V(r) � rk, where the k exponent characterizes the approximate
equivalent multipole of the source. As a first approximation,
the contact separation, �s, determines the �V voltage differ-
ence between the electrode contacts as �V � �sV=, where V=
is the potential gradient at the location of the probe. Using this
equality, the isolation criterion can be formally stated as
�s |V=|/V � const. The |V=|/V ratio on the left-hand side can be
evaluated from the power function approximation for V: |V=|/V � k/r.
Substitution of this into the isolation criterion, followed by
rearrangement of variables, yields rc � �s/k. This means that a
smaller (larger) probe has to be moved closer (farther) to the
cell in proportion to the change in the contact separation, i.e.,
r˜c/rc � �s˜/�s.

We emphasize that this analysis refers to probe separation,
not contact size. The latter has very little influence on the
recording radius [see Moffitt and McIntyre (2005) and the
lead-field analysis in the accompanying paper (Mechler and
Victor 2011)].

In practice, noise and other factors may blur this depen-
dence. In these experiments, we used three different tetrodes
whose typical contact separations (the mean of sCE and sEE in
Table 1) were 29, 38, and 45 �m. We found the expected
proportional increase in recording radius for the comparison
between the two largest probes (a factor of 1.2; see Sample
Pooling) but no significant difference for the comparison for
the two smallest probes (a factor 1.3 size difference). The
failure of our data to lend consistent support for the expected
proportionality could be a result of small sample sizes (n � 10)
and confounds between tetrode size and experimental variabil-
ity (different animals, sampled cortical areas, etc).

Twisted wire tetrodes are smaller than the Thomas tetrodes
we used, and it is possible that this difference contributes to the
difference in the reported values of recording radii. The sam-
ple-weighted average of the mean contact separation on our
tetrodes was 37 �m, and the nominal contact separation of the
twisted wire tetrodes is 12–15 �m (Csicsvari et al. 2003; Gray
et al. 1995; Henze et al. 2000; Jog et al. 2002), but because of
wire splaying at the tip the true contact separation is more like
20–30 �m (Chelaru and Jog 2005; Jog et al. 2002). Thus,
according to the above analysis, the difference in contact
separation would produce a recording radius for a twisted wire
tetrode that is smaller than that of a Thomas tetrode by a factor
of 0.5–0.8.

Since Gray et al. (1995) recorded from cat area 17, we can
make a direct comparison, and it supports this analysis. Gray’s
Rexp � 65 �m recording radius is defined in cat area 17, and
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near their noise threshold, and was obtained by triangulation
based on a phenomenological approximation of extracellular
potentials (Bartho et al. 2004; Buzsaki 2004; Gray et al. 1995;
Maldonado et al. 1997; Seshagiri and Delgutte 2007). The
value of Rexp reported by Gray et al. is consistent with a �s �
25 �m effective contact separation on their wire tetrodes
(Chelaru and Jog 2005; Jog et al. 2002). (See details of the
calculations involved in our supplemental material; Supple-
mental Material for this article can be found online at the
Journal of Neurophysiology web site.) We compare these
measurements of the Gray et al. study with our Rcat � 124 �m
for the subset of data we recorded in cat area 17 (Rcat is here
defined by the most distant cell among the total of 10 cells
recorded, and the tetrode used to collect this sample had �s �
45 �m contact separation). The 45/25 � 1.8 ratio of contact
separations is in remarkable agreement with the 124/65 � 1.9
ratio of recording radii. The supplemental material presents a
further comparison with Gray et al. 1995 based on applying
their triangulation method to our data. Similarly good agree-
ment is reached, providing further evidence that 1) recording
radius scales with contact separation and 2), in twisted wire
tetrodes, splaying increases the effective contact separation,
which is necessary to take into account for source localization.

Finally, we mention that the triangulation method used by
Gray et al. (1995) provides further evidence for the utility of
the equivalent dipole model and of the power law approxima-
tion used above to relate recording radius to contact separation
(see supplemental material for further details). In brief, when a
power law r�k is locally fit by the exponential falloff
exp(�r/	) used by Gray (1995), the apparent length constant is
given by 	(r) � k�1r or k � r/	 (this is Eq. 14 in the
supplemental material, and it is readily obtained by equating
the derivatives of the 2 functions). Derived from Gray’s data or
from ours, the ratio r/	 is very close to 2, indicating a dipolar
power law (a monopole corresponds to k � 1). Thus, although
the two types of tetrodes are significantly different in size and
thus must be used at significantly different distances from the
cells, a dipole regime describes the extracellular action poten-
tials of cat V1 neurons in both ranges.

Note that impedance does not play a role in determining
recording radius. The reason for this is that most of the
recording noise comes from background neural activity, not
instrumentation, so changing the impedance simply results in
an equal rescaling of signal and neural noise. For microelec-
trodes, impedance, which is inversely related to contact area, is
often used as an indirect measurement of tip size, but it is the
tip size, not the impedance per se, that determines cell isolation
(e.g., see Robinson 1968) and recording radius. For tetrodes,
the key geometric factor (as indicated above) is the contact
separation.

Recording radius scales with source size. In technically
difficult in vivo dual recordings carried out in hippocampal
CA1 pyramidal neurons in the anesthetized rat, Buzsaki’s team
(Henze et al. 2000) directly measured the recording radius of
their twisted wire tetrodes. Defining the recording radius at the
signal criterion of extracellular single unit isolation, they mea-
sured RCA1 � 50 �m. Consistent with a dependence on probe
size, this is a much smaller radius than our similarly defined
estimate for the larger Thomas tetrodes (R95 � 120–140, in cat
or monkey V1, depending on species). However, Henze et al.’s
RCA1 is also significantly lower than Gray et al.’s Rexp 65 �

�m estimate (in cat V1), even though the wire tetrodes used by
the two groups were the same type and presumably the same
size. We show below that almost all of this �30% difference
can be explained by a difference in source size (i.e., strength)
and does not require an explanation based on difference in the
methods of estimation.

From very early on, there was experimental evidence that
recording radius depended on the source size of neurons;
Humphrey (1978) argued that the very wide range (40–300
�m) over which his single microelectrodes could isolate pyra-
midal cells in the primate motor cortex implied size heteroge-
neity of the neuron population. Cell size correlates with equiv-
alent current source size (Gold et al. 2007), and cable models
predict that the equivalent current source size is proportional to
the total cross-sectional area of the main dendrites (Pettersen
and Einevoll 2008). This is an especially useful rule of thumb
among classes of neurons that have similar overall shape.
Because recording radius is determined by the distance at
which the measured voltage falls to a criterion level, say Vc, the
same probe may have a smaller recording radius when record-
ing from populations of smaller neurons. Specifically, if the
EAP amplitude, V, depends on distance, r, according to a
power function, V(r) � pr�k, the recording radius, defined for
a criterion EAP amplitude, Vc, will scale as R � (p/Vc)

1/k,
where p is the current source strength.

Making use of Petterson and Einevoll’s conclusion, we
estimate the relative strength of p from the cross-sectional area
of the main dendrites, and in turn we estimate this from
anatomic measurements. The data (means � SD) critical to our
specific comparison include soma radius, which is 7.8 � 1.0
�m in rat CA1 (Altemus et al. 2005; Ishizuka et al. 1995) vs.
10 � 2 �m in cat V1 (Sholl 1953), and the number of primary
(basal � apical) dendrites, which is 4.8 � 1.1 in rat CA1
(Altemus et al. 2005; Ishizuka et al. 1995) vs. 6.0 � 2.5 in cat
V1 (Sholl 1953). Using these values (and standard error prop-
agation), we estimate that the relative fraction, rat CA1 vs. cat
V1 pyramidal cells, of the soma radius is 7.8/10 � 0.78
(�0.18), of the soma surface area is (7.8/10)2 � 0.61(�0.28),
of the number of primary dendrites is 4.8/6.0 � 0.80(�0.38),
and, assuming that the size of the initial dendrites scale with
the soma, of the total cross-sectional area of the initial den-
drites is 0.61 	 0.8 � 0.49(�0.34). Thus, according to the
above rule of thumb, the size of the equivalent current source
of pyramidal cells in rat CA1 is expected to be 0.49 (�0.34) of
that in cat V1. The R � (p/Vc)

1/k formula, used with k � 2 for
a dipole approximation to the EAP of pyramidal neurons in
both cortices, in turn predicts that the recording radius of the
same tetrode in CA1 is � 
0.49 � 0.70 (�0.25) of the radius
in V1 [if the initial dendrites did not scale with the soma, the predicted
fractional source size would be 
0.80 � 0.89 (�0.21)]. The mea-
sured 0.77 ratio of Henze et al.’s RCA1 � 50 �m estimate in rat
CA3 over Gray et al.’s Rexp � 65 �m estimate in cat V1 is near
the predicted mean and well within the predicted range.

Most of this difference is attributable to a difference in
functional cell morphology between hippocampus and striate
cortex rather than a species difference. Generally, neurons in
homologous cortical area of different species have similar size
and morphology, but pyramidal cells in different cortices of the
same species can have very different size, morphology, and
spatial organization. For example, the soma radius in V1
pyramidal cells is comparable (�10 � 2 �m) in rat (Larkman
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and Mason 1990) and cat (Sholl 1953), and the radius in CA1
pyramidal cells is only slightly smaller in rat (7.8 �m) than in
monkey (9.5 �m) (Altemus et al. 2005). However, across
distinct visual cortical areas of the monkey, soma diameter and
basal dendritic field area of layer 3 pyramidal cells undergo a
doubling from area V1 to area TE (Elston et al. 1999).

Next, we address a possible concern. Henze et al.(2000)
routinely recorded larger EAP amplitudes (median �200 �V)
than was customary in our V1 recordings (�100 �V), even
though the V1 cells are larger and their equivalent current
sources are stronger. Most likely this is because to be able to
isolate a CA1 cell, the smaller wire tetrodes must move closer
to it [to within 20 �m (Buzsaki 2004)] than the larger Thomas
tetrode could or would need to (see the preceding section).
Further raising the minimum required signal level is a higher
level of background activity in CA1 than V1; in hippocampal
CA1, neuronal packing density is very high [�0.3 	 106/mm3

in rat CA1 (Boss et al. 1987) vs. �(0.05 � 0.01) 	 106/mm3

in cat V1 (Beaulieu and Colonnier 1987)], and neuronal spik-
ing activity is frequently synchronized with the local field
(Csicsvari et al. 1999). In turn, the high cell-packing density
makes moving closer to a CA1 cell body easier, as does the
special anisotropic cell morphology (see more on anisotropy
below).

We remind the reader that there exists a proximal bound on
the dipole regime, i.e., a radius, r0, from the soma, within
which the dipole approximation is not valid. In CA1, we
estimate that r0 � 30 �m, corresponding to an (negative peak)
EAP amplitude of �150 �V. To estimate r0, we use the rule of
thumb that the proximal bound is about four times the soma
radius, i.e., r0 � 4rsoma (Rall 1962); with rsoma � 8 �m in rat
CA1 pyramidal cells (Altemus et al. 2005; Ishizuka et al.
1995), r0 � 30 �m. To estimate the corresponding EAP
amplitude, we use the �r�2 dependence of EAP on distance in
the dipole range to extrapolate from Henze et al.’s (2000)
measurements; the amplitude is �60 �V (the isolation thresh-
old) at R � 50 �m (the recording radius), and thus by
multiplying 60 �V by a factor of (R/r0)2 � 2.5 we get �150
�V at r0. Thus, the largest EAPs typically recorded (median
�200 �V) may correspond to neurons that are just below the
critical radius, r0, at which the dipole regime breaks down.

In contrast, we anticipate that the dipole regime nearly
always applies to our V1 recordings. Although we recorded
from larger neurons than those in CA1 [rsoma � 10 �m in cat
V1 (Sholl 1953)], we used a larger tetrode and thus were able
to isolate the very large majority of the neurons at distances
(r � r0 � 4rsoma � 40 �m) where the dipole regime is
expected to hold.

Finally, we mention that with regard to some features of
histology, monkey V1 is more similar to rat CA1 than to cat
V1; neurons are smaller [soma radius is �7 �m on average
(Elston and Rosa 1997; Fries and Distel 1983)], and with an
average numerical density of n � 0.12 	 106 mm3 (Cragg
1967; O’Kusky and Colonnier 1982) they are packed two to
three times more densely than in cat V1. Despite these differ-
ences between cat and monkey V1, the case for a larger
equivalent current source size and, in turn, a larger recording
radius in cat is weak. This is because in other key features the
similarity between cat and monkey is strong; in both species,
V1 neurons have very similar number of primary dendrites, �6
(Elston and Rosa 1997; Kossel et al. 1995; Sholl 1953), and the

laminar variation is more than two- to threefold in soma
volume (Sherwood et al. 2003) and packing density (Beaulieu
and Colonnier 1987) (in contrast, rat CA1 has only a single
pyramidal layer and a consistently five- to sixfold higher
density than cat V1). So even if there was a true underlying
species-specific difference in average neuronal source size,
samples of limited size may be consistent with the assumption
that the equivalent current source of the average V1 neuron is
not significantly different in monkey and cat. In our data, the
difference in probe size alone was sufficient to account for the
different recording radii we measured in cat (�124-�m record-
ing radius for 45-�m contact separation) and monkey
(�94-�m recording radius for 32-�m contact separation), just
as it did compared with Gray et al.’s results (�65-�m record-
ing radius for �25-�m contact separation); the ratio of record-
ing radius to contact separation is between 2.5:1 and 3:1 and is
conserved across species and laboratories.

The Isolated Fraction

The isolated fractions reported here and elsewhere for var-
ious electrode types are strikingly lower than the spiking
fraction implicated by the experiments using in vivo 2-photon
Ca-sensitive dye imaging of visually stimulated V1 neurons
(Ohki et al. 2005). The difference begs for an explanation, but
in the absence of hard quantitative evidence such an account is
necessarily speculative. To begin, we first consider the distinc-
tions between the notions of the Ca-active fraction, the spiking
fraction, and the isolated fraction. Ca-sensitive dye imaging
data assess the Ca-active fraction, which can be as high as
60–90% (Ohki et al. 2005; Ohki et al. 2006). The Ca-active
fraction could overestimate the spiking fraction if control for
some experimental artifacts [e.g., for calcium signals from glia,
light scatter from cells in depth and the neighboring neuropil
(Ohki et al. 2005)] was incomplete or if accumulated contri-
butions to the somatic calcium concentration from slow, com-
partmentalized, or otherwise negligible processes [e.g., synap-
tic, storage, etc; for a list see Cossart et al. (2005)], which the
low frequency sampling would not allow to discriminate from
spike contributions, became significant under the relatively
prolonged stimulation. Thus the true spiking fraction in the
intact animal may be lower than 60%, but the difference,
although hard to quantify, is very likely less then an order of
magnitude.

In contrast, the isolated fraction assessed by a recording
electrode is likely an underestimate of the spiking fraction in
intact animals, also because of factors that are hard to quantify.
First, the spiking fraction in the brain probed by a recording
electrode could be significantly lower than the spiking fraction
in the intact brain because the insertion of the probe could
cause tissue damage, including 1) the physical destruction of a
fraction of potentially spiking neurons; 2) local anoxia result-
ing from compression and breakage of blood vessels and the
dense capillary plexi (Harrison et al. 2002); 3) damage to
neurons caused by the loss of the blood-brain barrier and
release of toxic blood-borne chemicals; and 4) stretching and
severing of dendrites and afferent axons, leading to a loss of
inputs to surviving cells and altering of electrolyte composi-
tions, as well as triggering intracellular responses to damage
that might include being electrically silent. In addition to this,
there is 5) a complex cascade of posttraumatic immunological
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responses that further reduce local neural densities and insulate
the electrode in chronic recordings (Ward et al. 2009). Around
the probe, 6) the formation of partial fluid shunts reduce
electrode sensitivity. In addition, 7) damaged neurons and glia
could be a source of a diffusing inhibitory substance.

Second, the isolated fraction assessed from single-unit re-
cordings could well underestimate even the actual experimen-
tally compromised spiking fraction because the probe may be
insensitive to a subset of the spiking neurons for any of the
following reasons. 1) It is suspected that a large subset of the
actual spiking neurons are spiking too infrequently [for a
review of the supporting earlier experimental evidence as well
as potential theoretical reasons, see, e.g., (Olshausen and Field
2005)] and thus issue too few spikes in a finite experiment to
allow reliable isolation. Note that a strongly skewed firing rate
distribution, which likely gives rise to a strong experimental
sampling bias that is thought to characterize electrode record-
ings, can be consistent with a large Ca-active fraction. 2) The
recording probe cannot resolve multiple single units, especially
those with relatively small EAP amplitudes [this possibility
was highlighted by Blanche et al. (2005)]. 3) Tissue conduc-
tivity may increase with increased neural activity [such an
effect was measured in the hippocampus (Lopez-Aguado et al.
2001)], decreasing the recording radius of a probe; failing to
take this into account would lead to an underestimate of the
spiking fraction. 4) The probe geometry may have probe-
specific spatial variation of selectivity, i.e., a reduced sensitiv-
ity to neurons located in certain spatial directions (the variation
with 3-fold symmetry of azimuth sensitivity of the tetrahedral
tetrode is a mild example). These factors (and possibly others)
could substantially lower the isolated fraction below the true
spiking fraction.

In summary, there appears to be a difference of approxi-
mately two orders of magnitude between the number of visu-
ally responsive single neurons that are identified by two-photon
calcium imaging and tetrode recordings. Although damage
caused by tissue penetration is undoubtedly an important fac-
tor, there are many other factors that are equally difficult to
quantify that likely contribute. A complete understanding of
this gap is clearly important but requires extensive further
investigation along multiple avenues.

Future Work on Ensemble Configuration and Functional
Microarchitcture

A prime application of dipole localization of cortical neu-
rons would be to aid studies of functional organization of
cortical circuits on the scale of a few multiples of a cortical
microcolumn. Our results reveal a recording radius that is
larger than previously thought, a factor that may have con-
founded earlier microelectrode studies of the spatial organiza-
tion of single-neuron receptive field properties in sensory
cortex. This new recognition warrants extra caution when
interpreting earlier studies that reported evidence against tight
clustering (Gegenfurtner et al. 1996; Lennie et al. 1990; Lev-
enthal et al. 1995; Yen et al. 2007). But this confound could
affect even those studies that reported evidence supporting
fine-scale cortical organization (DeAngelis et al. 1999; Gallant
et al. 1996; Hetherington and Swindale 1999; Hubel and
Wiesel 1974; Ohki et al. 2005; Yao and Li 2002; Yen et al.
2007).

More recently, synchronous ensemble activity and, more
generally, the pattern of coactivation of a local ensemble of
neurons and its dependence on distances among the neurons
has been a focus of investigation (e.g., Ohiorhenuan et al.
2010; Schneidman et al. 2006; Shlens et al. 2006). Local
ensemble activity and spatial configuration are also cardinal
ingredients of large-scale realistic cortical models that have
been developed as critical data have become available (e.g.,
Tao et al. 2004; Zhu et al. 2009). These lines of investigations
would greatly benefit from experimental techniques that can
combine physiological data with the reconstructed anatomic
configuration of the ensemble. Multiarray recordings (which
enjoy a number of advantages over tetrodes; for a discussion,
see Mechler and Victor 2011), when coupled with model-based
source localization, as described here, can fill this important
niche.
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