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SUMMARY AND CONCLUSIONS 

1. We recorded local field potentials in the parafoveal represen- 
tation in the primary visual cortex of anesthetized and paralyzed 
macaque monkeys with a multicontact electrode that provided for 
sampling of neural activity at 16 sites along a vertical penetration. 
Differential recordings at adjacent contacts were transformed into 
an estimate of current source density (CSD), to provide a measure 
of local neural activity. 

2. We used m-sequence stimuli to map the region of visual 
space that provided input to the recording site. The local field 
potential recorded in macaque Vl has a population receptive field 
(PRF) size of ~2 deg2. 

3. We assessed spatial tuning by the responses to two-dimen- 
sional Gaussian noise, spatially filtered to retain power only 
within one octave. Responses to achromatic band-limited noise 
stimuli revealed a prominent band-pass spatial tuning in the upper 
layers, but a more low-pass spatial tuning in lower layers. 

4. We assessed orientation tuning by the responses to band-li- 
mited noise whose spectrum was further restricted to lie within 
45O wedges. The local field potential showed evidence of orienta- 
tion tuning at most sites. Orientation tuning in upper and lower 
layers was manifest by systematic variations not only in response 
size but also in response dynamics. 

5. We assessed chromatic tuning by the responses to isotropic 
band-limited noise modulated in a variety of directions in tristi- 
mulus space. Some lower-layer locations showed a nulling of re- 
sponse under near-isoluminant conditions. However, response dy- 
namics in upper and lower layers depended not only on lumi- 
nance contrast, but also on chromatic inputs. 

6. Responses to near-isoluminant stimuli and to low-contrast 
luminance modulation were shifted to lower spatial frequencies. 

7. We determined the extent to which various temporal fre- 
quencies in the response conveyed information concerning spatial 
frequency, orientation, and color under the steady-state condi- 
tions used in these studies. In each case, information is distributed 
in the response dynamics across a broad temporal frequency 
range, beginning at 4 Hz (the lowest frequency used). For spatial 
frequency the information rate remains significant up to at least 
25 Hz. For orientation tuning and chromatic tuning, the informa- 
tion rate is lower overall and remains significant up to 13 Hz. In 
contrast, for texture discrimination, information is shifted to 
lower temporal frequencies. 

INTRODUCTION 

The primary visual cortex is perhaps the most extensively 
studied region of the primate CNS. Single-unit and an- 
atomic studies of the macaque primary visual cortex have 
revealed an array of interrelated organizational features: for 
example, variation of ocular dominance and orientation 
tuning in a modular, anatomically patterned fashion (Hu- 

be1 and Wiesel 1977). There is evidence that specialization 
for chromatic sensitivity is correlated with the cytochrome 
oxidase blobs (Livingstone and Hubel 1984; Tootell et al. 
1988), although this is controversial (Leventhal et al. 1993; 
O’Keefe et al. 1993). The goal of these studies is to charac- 
terize the physiological properties of populations of neu- 
rons in primary visual cortex of the macaque monkey, and 
to compare this characterization with the picture currently 
afforded by single-unit studies. 

The standard approach to the analysis of response proper- 
ties of single neurons relies on stimuli such as bars and 
gratings, as well as on precise location of the stimulus in the 
receptive field of the neuron under study. However, in the 
natural environment, cortical neurons are not usually pre- 
sented with their optimal stimuli. Furthermore, a near-op- 
timal stimulus for one neuron may simultaneously be a 
suppressive stimulus or an irrelevant one for its neighbor 
(for example, because of differences in sensitivity to orienta- 
tion or spatial phase). The net result of this activity is diffi- 
cult to predict from current knowledge of single-unit proper- 
ties. 

The present approach does not seek to determine the tun- 
ing of individual neurons through the use of stimuli to 
which they are optimally sensitive, but rather, to examine 
the visual responses of neural populations. We examined 
the responses of neural populations through recording of 
the local field potential elicited by a variety of visual stim- 
uli. We chose to use stimulus sets that consisted of multiple 
examples of spatial noise, in which the phases of the under- 
lying components were randomized across trials. With this 
stimulus set, sensitivity to a particular spatial frequency 
could be determined by averaging responses to isotropic 
spatial noise centered at the spatial frequency of interest. 
Similarly, orientation tuning could be determined by exam- 
ining responses to noise stimuli whose Fourier components 
had a constrained orientation but random spatial phases, 
and chromatic tuning could be determined by varying the 
chromatic modulation of the stimuli. 

In broad terms, our results are in agreement with estab- 
lished features of the functional organization of V 1, includ- 
ing ocular dominance, spatial tuning, and orientation tun- 
ing. A striking overall theme in our results is that spatial 
tuning, orientation tuning, and chromatic tuning are 
carried in the dynamics of the population responses, and 
not its overall size. Temporal coding is known to exist at 
subcortical levels, primary visual cortex, and extrastriate 
areas at the level of the single neuron (McClurkin et al. 
199 la,b; Richmond et al. 1987). Our results add to these 
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findings in several important ways. We show that temporal 
encoding is present at the level of the neuronal population, 
that it occurs under steady-state conditions, and that its 
temporal characteristics depend on the modality that is en- 
coded. 

A portion of this work was presented at the 1992 meeting 
of the Society for Neuroscience, Anaheim (Katz et al. 
1992). 

METHODS 

General physiological preparation 

Seven adult male cynomolgus monkeys (Macaca fascicularis) 
were studied. The animal was premeditated with atropine 0.04 mg 
im, and then anesthesia was induced with ketamine 15 mg/kg im 
potentiated by xylazine 2 mg/kg im (Rompun, Haver). Pupils 
were dilated with 1% atropine. Flurbiprofen (2.5%; Ocufen, Aller- 
gan) was instilled as prophylaxis against ocular inflammation, and 
the eyelids were temporarily closed to protect the physiological 
optics. Via cutdowns, catheters were inserted in both femoral 
veins and one femoral artery. The trachea was cannulated via a 
midline incision. All incisions were prepped with betadine and 
infiltrated with 1% xylocaine. In one preparation, supplemental 
anesthesia during this initial surgery was required and was ob- 
tained with thiamylal boluses ( l-2 mg/ kg iv). Once hemody- 
namic monitoring, venous access, and tracheal access were estab- 
lished, an infusion of sufentanil ( l-6 pg. kg-’ l h-’ iv; Sufenta, 
Janssen) was begun and adjusted to maintain anesthesia. One ani- 
mal failed to respond to sufentanil at 6 pug l kg-’ l h-’ ; in this ani- 
mal, urethan (400 mg/kg iv loading, 200 mg/kg iv every 12 h) 
was substituted for sufentanil (Purpura et al. 1990). Dexametha- 
sone ( 1 mg/kg iv) was administered at the start of the experiment 
and daily thereafter to reduce cerebral edema. Procaine penicillin 
G (25,000 U/kg im) and benzathine penicillin G (25,000 U/kg 
im; Pen BP-48 Pfizer) was administered as prophylaxis against 
surgical infection. 

The animal was then transferred to a stereotaxic frame. Eyelids 
were retracted with 6-O chromic gut sutures, and corneas were 
protected with contact lenses. The dura overlying VI was exposed 
via a craniotomy. Before physiological recording but after all sur- 
gical procedures and placement in the stereotaxic, paralysis was 
induced with gallamine triethiodide (7 mg/ kg iv bolus, 5- 15 
mg* kg-‘. h-’ iv; Flaxedil, D avis and Geck) or pancuronium bro- 
mide (0.3 mg/kg iv bolus, 0.3 mg l kg-’ l h-’ iv). Anesthesia dur- 
ing paralysis was maintained by adjustment of the sufentanil infu- 
sion rate and monitored by blood pressure, pulse rate, electrocar- 
diogram (EKG), and electroencephalogram (EEG) patterns. 
Temperature, monitored with a rectal thermistor, was maintained 
at 38°C with a thermostatically controlled heating blanket. Venti- 
lator settings were adjusted to maintain an end-expiratory CO2 at 
30-35 mmHg. Supplemental oxygen was administered every 6 h. 
Hydration (lactated Ringer solution with 5% glucose, 2-3 
ml l kg-’ l h-l) was maintained throughout the experiment. Gen- 
tamicin ( 5 mg/kg im daily) was added on the 2nd or 3rd day if 
fever, hypoxia (monitored via a Hewlett-Packard 78354A pulse 
oximeter placed on the tongue), increased tracheal secretions, or 
chest auscultation suggested the development of infection. Every 
12-24 h, the corneas were irrigated with Ringer, and flurbiprofen 
was instilled. Local antibiotic (bacitracin, neomycin, and poly- 
myxin B ointment) was applied if a conjunctival discharge was 
present. Animals maintained in this fashion generally remained in 
good physiological condition and retained excellent optics for 72 
h. Adequacy of the anesthetic protocol was assured by discontin- 
uation of paralysis in one monkey and demonstration of lack of 
response to noxious stimuli. 

Visual stimulation 

The positions of the optic disk and fovea1 pit were mapped onto 
a tangent screen with a modified hand-held fundus camera. Re- 
fraction was optimized for the viewing distance of 114 cm with 
trial lenses as determined by retinoscopy, and artificial pupils (3 
mm diam) were centered in front of the natural pupils. We used 
two approaches to corroborate the retinoscopic refraction. In one 
animal we obtained an independent refraction from optimizing 
the responses of isolated single units (recorded with an Ainsworth 
electrode). In several animals we measured responses to high spa- 
tial frequencies (see below) over a range of refractions that brack- 
eted the retinoscopic refraction. In both cases the optimal re- 
sponse was obtained within 0.5 D of the refraction chosen by 
retinoscopy. 

Visual stimuli were generated on a Conrac 735 1 RGB monitor 
modified for a frame rate of 135 Hz. Mean luminance of the dis- 
play was 97 cd/m2. The display was viewed through a circular 
aperture, to generate a stimulus of diameter 11.5 O at a viewing 
distance of 114 cm. R, G, B. Synchronization signals for the dis- 
play were generated by specialized hardware [modified from the 
stimulator of Milkman et al. (1980)] interfaced to a DEC 11/93 
computer. Each pixel in the 256 X 256-pixel raster was assigned to 
1 of 16 spatiotemporal functions on the basis of values stored in 4 
bit planes. Each bit plane of this on-board memory was chosen on 
a frame-by-frame basis from a preloaded repertoire of 16 alterna- 
tives, which enabled rapid interchange among up to 65,536 
( = 16 4, possible assignments. The intensity versus voltage nonlin- 
earities of the cathode ray tube (CRT) were corrected by indepen- 
dent 12-bit look-up tables for each gun, whose values were deter- 
mined by photometric measurements of the gun outputs. The 
emission spectra of the R, G, and B phosphors were determined by 
a Pritchard PR703 spectrophotometer. This information was used 
to determine color space coordinates (Derrington et al. 1984) and 
estimates of cone excitations based on the human photopigments 
(Smith and Pokorny 1975 ) . Cone-excitation calculations based 
on similar measurements and apparatus had previously been vali- 
dated through the use of known protanopes and deuteranopes 
(Purpura and Victor 1990). 

The frame rate of the stimulator provided the synchronization 
signals for generation of the visual stimuli, as well as for data 
acquisition by the DEC 1 1 / 93. Data were collected at the onset of 
each frame and exactly halfway through each frame, for a sam- 
pling rate of 270.329 Hz (3.7-ms bins). Two kinds of visual stim- 
uli were used: stimuli consisting of abrupt interchange among vi- 
sual patterns at regular intervals (“periodic stimuli”) and m-se- 
quence (Sutter 1987 ) stimuli. The m-sequence stimuli were used 
for mapping purposes; the periodic stimuli were used for character- 
ization of response properties. 

The periodic stimuli consisted of two types: checkerboard and 
filtered Gaussian noise. 1) Checkerboard stimuli were as follows: 
check sizes ranged from 32 X 32 pixels to 2 X 2 pixels [at the 
standard viewing distance: 1.43-0.089”; spatial frequencies (along 
the diagonal) of 0.49-7.87 cycles/deg]. Contrast for checker- 
boards [ ( lrnax - lmin I/ ( lmax + 1min)] was 1.0. Checkerboards were 
modulated in time at 2.112 Hz either by contrast reversal (64 
frames per cycle, 32 frames per reversal, reversal rate of 4.224 Hz) 
or pattern appearance (32 frames on, 32 frames off). 2) Filtered 
Gaussian noise (FGN) stimuli were stimuli that consisted of pre- 
sentations of multiple examples of samples of two-dimensional 
Gaussian noise at a rate of 4.224 Hz ( 32 frames per example). We 
describe responses to two kinds of noise: isotropic band-limited 
noise (Fig. 1 A), and oriented band-limited noise (Fig. 1 B) . These 
noise stimuli were constructed from a broadband noise stimulus 
that contained all frequencies from 1 cycle/screen (0.087 cycle/ 
deg) to 128 cycles/screen ( 11.1 cycles/deg), with a spectral den- 
sity proportional to 1 / k2 at the spatial frequency k. (This pink- 
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FIG. 1. Examples of filtered Gaussian 
noise stimuli. A : isotropic band-limited 
noise. B: oriented band-limited noise. 

noise spectrum was chosen so that there would be a constant 
amount of power per octave.) The isotropic band-limited noise 
was generated by restriction of the 1 / k2 spectrum of the broad- 
band isotropic noise to octaves, ranging from a 2- to 4-cycle/ 
screen stimulus (center frequency 0.245 cycle/deg) to a 64- to 
12%cycle/screen stimulus (center frequency 7.87 cycles/deg). 
The overall contrast of these stimuli were normalized to a stan- 
dard deviation of 0.4. The oriented band-limited noise stimuli 
were constructed by further restriction of the spectrum of the 
band-limited noise to lie within a 45” wedge, and renormalization 
of the overall contrast to a standard deviation of 0.4. 

M-sequence stimuli are complex spatiotemporal patterns in 
which each region of a multiregion display is modulated by a pseu- 
dorandom binary sequence (Sutter 1987). The binary sequence is 
generated by a linear recursion relationship whose properties guar- 
antee that it is nearly orthogonal to shifts of itself. This property 
makes m-sequence stimuli particularly efficient for mapping the 
input to a neural response, because components driven by each 
region can be extracted by cross-correlation with the input se- 
quence. 

We based our m-sequence stimuli on an array of 249 regions 
covering a nearly circular area (see, for example, Fig. 2). This 
array was constructed from a 15 X 15 array by deletion of the 4 
corner regions and addition of 7 oblong regions adjacent to the 
middle of each side of the array. Unless otherwise noted, the 22 1 
central regions were 43-min squares; the 28 peripheral regions 
were 43 X 21 min. Our binary sequence was generated by the 
order- 12 recursion relation s, -t 12 - s, -t s,+~ + s,+~ + s,+, (mod 
2). This sequence of binary values repeats after 4,095 (2 I2 - 1) 
elements. An important consequence of the maximal length of the 
repeat (see, for example, Sutter 1987) is that distinct temporal 
shifts of the sequence s,, s, , s*, * * * are nearly orthogonal. Each 
region Y was assigned a temporal shift (“tap”) D(r), and the 
shifted sequence s~+~(,), ~i+~(~), s~+~(~), . * . was used to modulate 
region I of the display. The temporal shifts D(r) assigned to each 
region were separated by a minimum of 16 m-sequence elements. 
In standard runs we used the convention that s, = 0 (mod 2) 
corresponded to a contrast [(I - Z,,,,)/(Z,,,,)] of - 1 and s,, - 1 
(mod 2 ) corresnonded to a contrast of + 1. In inverted-reseat runs 
(Sutter ‘1987) we used the opposite convention: s, = O-(mod 2) 
corresponded to a contrast of + 1 and s, = 1 (mod 2) corresponded 
to a contrast of - 1. The frame corresponding to each m-sequence 
element was presented for four data-collection bins ( 14.8 ms). 
Thus taps for each region were separated by a minimum of 236.7 
( 16 X 14.8) ms, and the repeat period ofthe stimulus was 60,592.8 
(4,095 X 14.8) ms. The autocorrelation property of m-sequences 
imply that the (temporal) spectrum ofthe signal presented to each 
stimulus region is flat up to frequencies that approach the Nyquist 
frequency ( ‘/2 of the sampling rate; here, 33.8 Hz). 

Electrophysiological recording 
Multicontact electrodes, provided by Dr. Charles Schroeder 

(Albert Einstein College of Medicine), were used for these studies 
(Schroeder et al. 199 1) In six of the seven animals, we used an 
electrode built out of a 29-gauge needle (330 pm diam) consisting 
of 16 stainless steel contacts embedded in epoxy. The 15 proximal 
contacts were spaced at 150~pm vertical intervals, and the distal 
contact was 1,000 pm below its nearest neighbor. In the seventh 
animal, an electrode of similar design but with only eight contacts 
was used. Contact resistances in saline ranged from 40 to 100 k0. 
The electrode was inserted through a durotomy made under an 
operating microscope at a location 3-5 mm posterior to the lunate 
sulcus, at an orientation judged to be perpendicular to the cortical 
surface, and positioned to avoid superficial cortical vessels. On 
histological section, recovered tracks were typically within 10” of 
normal and were always within 30” of normal. 

The signals from each contact, referenced to a screw in the fron- 
tal bone, were led to a unity-gain field effect transistor (FET) 
preamplifier. Signals from adjacent contacts were then amplified 
lO,OOO-fold by a bank of matched differential amplifiers, filtered 
( 1 .O-100 Hz), and led to the DEC 11/93 computer that con- 
trolled the experiment. This provided amplified signals that repre- 
sented bipolar recordings between adjacent electrode contacts. 
The computer digitized these signals at twice the frame rate, per- 
formed preliminary on-line analysis, and stored the data for fur- 
ther off-line analysis. 

Data collection and analysis 
For checkerboard and FGN stimuli, responses were collected in 

segments of 15 s, after an initial period of 1.89 s (8 transitions of 
the checkerboard or FGN stimuli) in which the stimulus was pre- 
sented but data were not collected. Each stimulus condition was 
presented four to eight times (usually 6 times) in randomly inter- 
leaved runs. 

Data analysis common to all periodic stimulus presentations 
(checkerboard and FGN stimuli) consisted of calculation of the 
first eight Fourier components of the averaged responses on each 
of the recorded channels. The uncertainty of these averaged re- 
sponses was assessed by the T,,, statistic (Victor and Mast 199 I ) 
applied to Fourier components calculated from each (individual) 
segment. 

For m-sequence stimuli, responses were collected in segments of 
60.59 s ( 1 repeat), after an initial period of 1.89 s ofm-sequence 
stimulation without data collection. Standard and inverse-repeat 
(Sutter 1987) runs were alternated, with each run presented two to 
four times. Storage restrictions limited data collection to one or 
two electrode channels. The first-order m-sequence kernel asso- 
ciated with each region was determined by cross-correlation of the 



2154 J. D. VICTOR, K. PURPURA, E. KATZ, AND B. MAO 

Before alignment 

I l$/ 
I-+ 250 msec 

IUUUUULJ innnnnn 

After alignment 

I---+ 250 msec 

FIG. 2. Example of an alignment procedure based on m-sequence stimulation. Responses to the grid of 249 checks are 
shown before (A ) and after (B) alignment of the visual stimulus. First-order frequency kernel; left eye, penetration 4/ 2. 

response with the m-sequence by the Fast Walsh Transform (Sut- 
ter 199 1). This will be called “the first-order response,” because it 
is the impulse response associated with each region of a multi-in- 
put linear system whose response to the m-sequence most nearly 
matches the observed response. In qualitative terms, the first- 
order response is the response to a luminance pulse. 

The cross-correlogram also yielded portions of the second-order 
m-sequence kernel associated with each region, through the rela- 
tionship s, + &+l = &+4,032 ( mod 2). (This relationship is specific 
to the choice of m-sequence, but the existence of relationships of 
this form is generic.) This response will be called “the second- 
order off-diagonal response,” because it is the near-diagonal slice 
of the second-order kernel associated with each region of a multi- 
input quadratic system whose response to the m-sequence most 
nearly matches the difference between the linear approximation 
and the observed response. In qualitative terms, the second-order 
off-diagonal response is the response to luminance change (i.e., 
temporal contrast), independent of sign. 

First-order responses from the inverted-repeat runs were ne- 
gated before averaging with the standard runs. Second-order re- 
sponses from the inverted-repeat runs were combined with the 
standard runs without inversion. This maneuver effectively elimi- 
nates contamination of odd-order (e.g., linear) and even-order 
(e.g., second-order) responses. Background on the m-sequence 
method may be found in Victor ( 1992). 

Lesions and histology 

After the recording session, small electrical lesions were made 
by passing current (5 PA for 5 s) through one or two contacts of 
the electrode. Responses to checkerboard stimuli were obtained 
before and after current passage, and if there was no evident 
change in the field potentials at the site of current passage, addi- 
tional current ( 5 PA for 10 s) was passed. At the conclusion of the 
experiment, the animal was killed with surital, desanguinated with 
nhosnhate-buffered saline. and Perfused with 4% baraformalde- 

hyde. Alternate 40-pm cryostatic sections were stained by the 
Nissl method, prepared for cytochrome oxidase histochemistry in 
the standard fashion (Hevner and Wong-Riley 1990), and exam- 
ined under light microscopy. Histology adequate for identification 
of electrode penetrations was recovered in five of the seven ani- 
mals ( 11 of 16 penetrations). 

RESULTS 

We report the results of recordings from 16 penetrations 
in 7 adult male cynomolgus monkeys. In these studies we 
used a multicontact electrode to sample local field poten- 
tials simultaneously at multiple points along a vertical pen- 
etration in V 1. Our goal was to characterize each penetra- 
tion in terms of location, size, and ocular&y of visual input, 
spatial tuning, orientation tuning, chromatic tuning, as well 
as sensitivity to visual form (Purpura et al. 1992). Because 
we were recording local field potentials rather than isolated 
single units, we used a range of “noise” stimuli, rather than 
the standard bars and gratings, to characterize population 
activity. 

Location, size, and ocularity of visual input 

The initial recordings at each electrode location were 
aimed at determining the location of the visual input. In 5 
of 16 penetrations, a multiunit response was audible on one 
or more recording channel. This response was used to line 
up the center of the visual stimulator with the region of 
space that elicited the strongest multiunit response, as 
judged from the audio monitor. In the remaining 11 pene- 
trations, the following procedure was use. As a preliminary 
step, we recorded the response to flashes or a contrast-rever- 
sal checkerboard placed in the region of space correspond- 
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ing to the back-projected images of the foveae. Then we 
recorded monocular responses (at the 1 or 2 channels that 
provided the largest responses to flash or checkerboard) to 
an array of 249 regions, each modulated by an m-sequence, 
positioned to cover a 11.5 O visual angle. Cross-correlation 
of the response to the underlying m-sequence revealed 
which region (or regions) of the stimulus provided a visual 
input. The visual stimulus was then repositioned to align 
the center of the stimulus in the location of the peak re- 
sponse for one of the eyes, and this alignment was then 
verified by a second set of m-sequence stimuli. On a few 
occasions, the initial m-sequence run failed to elicit re- 
sponses from either eye. In these cases the CRT was then 
moved to 57 cm (so that it subtended a 23O visual angle); 
this maneuver revealed the spatial location of the responses 
and enabled us to begin the procedure described above. On 
the basis of the size of the response in the region that pro- 
vided the largest (peak-to-peak) response to the m-se- 
quence, a “dominant” eye was selected. All further data 
collection was based on monocular stimulation of this dom- 
inant eye. An example of a line-up procedure based on m- 
sequence stimulation is shown in Fig. 2. All recording loca- 
tions demonstrated a highly localized retinotopic input, 
which mapped to within -5’ of the fovea on the tangent 
screen. 

The above procedure not only served the technical need 
of alignment of the visual stimulus, but also allowed us to 
estimate the region of visual space that provided input to 
the recording site. In analogy with the standard notion of 
the receptive field of a single neuron, we call this region the 
“population receptive field” (PRF) . We estimated the size 
of the PRF for each eye, by adding the area of each of the 
stimulus regions that generated a response, weighted by the 
relative size of the response to that region. For example, the 
PRF size estimated from the data of Fig. 2 B was equal to 
- 1.8 times the check size: there is a centrally positioned 
check with a maximal response ( 1 unit), a check immedi- 
ately to the right of the maximal response that contributed 
0.4 units, a check immediately below the maximal response 
that contributed 0.3 units, and a check below and to the 
right that contributed 0.1 units. 

We chose this weighting procedure over an unweighted estimate 
(a count of the regions in which there is a “significant” response) 
for several reasons. 1) The weighted estimate is minimally in- 
fluenced by the somewhat arbitrary decision as to whether a re- 
gion’s response was just barely above noise or not, while the un- 
weighted estimate would contribute the full area of the region, or 
none at all. 2) For PRFs with a sensitivity profile that only asymp- 
totically approached zero (for example, a Gaussian profile), the 
weighted estimate would provide a number proportional to the 
peak area at half height, while the unweighted estimate would 
provide a number independent of the steepness of the decline, but 
rather limited by the display area. 3) The weighted estimate takes 
into account the possibility that a response to a region may be 
small because only a portion of it lies within the PRF. However, 
the accuracy of any estimate of PRF size from a discrete spatial 
grid, such as the one we used, is limited by the grid size (typically 
0.5 deg2), and the size of PRFs that are smaller than this grid will 
be overestimated. 

PRF areas were estimated from the first-order kernel and 
the first off-diagonal slice of the second-order kernel. In 
both cases, response size was taken as the height (peak-to- 

peak) of the first major deflection in the kernels derived 
from m-sequence stimulation. Essentially, the first-order 
kernel represents a response to local luminance, and the 
first off-diagonal slice of the second-order kernel represents 
a response to temporal contrast, independent of the direc- 
tion of contrast change. The PRF areas ranged from 0.5 to 
6.6 deg2 in both cases. The mean PRF area estimated from 
the first-order response was slightly larger than the mean 
PRF area estimated from the second-order response ( 1.8 vs. 
1.5 deg2, P = 0.056 by 2-tailed paired t-test). The peak of 
the first-order kernel was typically less than that of the sec- 
ond-order kernel ( 1.7 vs. 2.5 pV, P = 0.007 by paired 2- 
tailed t-test ) . 

Ocular input 

In 5 of the 16 penetrations (4 of the 11 penetrations stud- 
ied with m-sequences), only 1 eye produced significant re- 
sponses (3 ipsilateral, 2 contralateral). To quantify ocular 
dominance, we constructed an index as follows: IoD = (Ripsi 
- Kzontra I/ (-&psi + Rontra) 7 where &psi and Rcontra indicate 

the peak-to-peak maximal responses from the ipsilateral 
and contralateral eyes in response to m-sequence stimula- 
tion. Thus a pure contralateral response yielded IoD = - 1 .O, 
and a pure ipsilateral response yielded & = + 1 .O. Interme- 
diate values ranged from -0.29 to 0.41 ( lst-order re- 
sponses) and -0.38 to 0.44 (2nd-order responses). Indices 
constructed from first- and second-order kernels were 
highly correlated (r = 0.96) with no systematic differences 
(P = 0.26 by 2-tailed paired t-test). The average difference 
between the IoD calculated from the first-and second-order 
response (independent of the direction of the difference) 
was 0.10. 

In the seven penetrations with intermediate values of &-, 
(i.e., those penetrations in which there were responses from 
both eyes), the PRF tended to have a larger area in the 
nondominant eye (P = 0.0 11 by 2-tailed paired t-test). This 
was clearest in measurements from the second-order ker- 
nel: (2.6 deg2 for the nondominant eye, 1.9 deg2 for the 
dominant eye, P = 0.034 by 2-tailed paired t-test). A simi- 
lar trend was present for the first-order kernels (2.5 deg2 for 
the nondominant eye, 2.2 deg2 for the dominant eye, P = 
0.19 by 2-tailed paired t-test). The mean PRF area for the 
nondominant eye was similar for first- and second-order 
responses (2.5 vs. 2.6 deg2, P = 0.59 by 2-tailed paired 
t-test). As was seen for the dominant eye’s response, the 
peak response size for the first-order kernel was less than 
that for the second-order kernel ( 1.5 vs. 1.9 pV, P = 0.039 
by 2-tailed paired t-test). In sum, second-order responses 
had a smaller spatial spread but a larger peak than first- 
order responses, and dominant eye responses had a smaller 
spatial spread but (by definition) a larger peak than nondo- 
minant eye responses. 

Current source density (CSD) approach 

In the rest of the studies presented here, we examined - 
electrical activity at all of the electrode contacts that were in 
the brain. An example of responses to checkerboard rever- 
sal, as measured at 14 adjacent electrode pairs, is shown in 
Fig. 3A. Many of the channels show similar patterns of 
activity (channels 8-9 through 1 l- 12, for example). This 
does not necessarily imply that similar sources are present 
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FIG. 3. A: checkerboard reversal responses ( 1.97 
cycle/deg) at each of 14 adjacent contact pairs. B: 
current source density (CSD) estimates derived from 
these responses. C: histological recovery of this pene- 
tration ( 10/2), with a lesion placed at contact 7. 

at each of the recording channels, because it is also consis- 
tent with a distant field that is simultaneously recorded at 
each electrode pair. For this reason we transformed these 
differentially recorded voltages to estimates of current 
source density (CSD). Because we were interested in opti- 
mizing our spatial resolution, we used the three-point for- 
mula (Freeman and Nicholson 1975) for the estimate of 
the second spatial derivative of the field potential. 

The three-point formula that transforms referential voltages V, 
into an estimate of the second spatial derivative D of voltage at the 
nth contact is D = (V,-, - 2vn + V,+,)/h’, where h is the inter- 
contact separation. For differential (bipolar) recording, this sim- 
plifies to 5 = (I’,-, n - V, .+1)/h2, where P$, j is the voltage y-, 
- K recorded in bmolar fashion. For uneauallv snaced contacts. 
the estimate of the iecond spatial derivative from voltages V, ancl 
V, recorded from a triplet of contacts with spacings a and b is 

D = 2(bVa - aVs)/(a% + b%z) 

This variation was needed to estimate the second spatial derivative 
at the next-to-last contact, because of the larger spacing between 
the last two contacts. 

CSD estimates derived from these responses are shown in 
Fig. 3 B. As is seen from a comparison of Fig. 3 B with Fig. 
3A, the CSD estimates indicate that the similar signals seen 
at channels 8-9 through 1 l- 12 reflect the near absence of a 
current source at contacts 10 or 11. 

After these recordings, an electrical lesion was placed at 
contact 7. This resulted in an expansion of the histological 
track over a length of -200 pm, ending just above the 
lower border of V 1 (Fig. 3C). Thus the histology of this 
penetration indicates that the channels in which CSD esti- 
mates were minimal correspond to the white matter under- 
lying V 1. 

CSD estimates at contacts 2 through 9 reveal multiple 
distinct phase inversions, reflecting both current sources 
and current sinks. Because these are steady-state responses, 
we cannot be sure of whether a positivity of the CSD repre- 
sents a source or the cessation of a sink. These CSD mea- 
surements correspond to electrode contacts within or just 
below V 1. The next two CSD estimates (contacts 10 and 
11) are very small and correspond to the portion of the 
electrode located in the white matter between Vl and the 
underlying fold of V2. The deepest CSD estimates (chan- 
nels 12-14) again show prominent sources and sinks and 
correspond to the portion of the electrode that reached V2. 

In all penetrations, CSD estimates obtained from check- 
erboard responses showed a similar depth profile: six to 
eight channels at which CSD estimates were large, followed 
by two or three channels at which CSD estimates were very 
small. In some cases, there were additional large CSD esti- 
mates at the deepest channels (as in Fig. 3 ) . In other cases 
the second set of large CSD estimates at the deepest chan- 
nels was not present. When histology was obtained in these 
cases, the electrode remained in white matter below its exit 
from V 1. Thus the overall pattern of the CSD profile corre- 
sponded closely with the traversals of gray matter (multiple 
large peaks of CSD) and white matter (minimal CSD) and 
allowed us to identify electrophysiologically the lower 
border of Vl in those penetrations in which we were unable 
to recover the penetration histologically. 

A control for the multicontact recording technique is il- 
lustrated in Fig. 4. Here we estimated CSDs to checker- 
board reversal as described above (note the CSD sources 
and sinks at channels l-6 and IO- 13 ) . Then we advanced 
the electrode - 1 mm. The pattern of activity seen at CSD 
channels 5 and 6 after the electrode advance was similar to 
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not an artifact of the recording apparatus (such as imped- 
ance differences or gain imbalances), but rather, represents 
differences in brain activity at multiple depths as sampled 
by the electrode. 

Spatial tuning 
In all 16 penetrations, spatial tuning was assessed from 

responses to samples of Gaussian noise, spatially filtered to 
restrict power to l-octave bands. Typical averaged re- 
sponses to presentations of multiple examples of these stim- 
uli are shown in Fig. 5, A (bipolar recordings) and B (CSD 
estimates), for the contacts located in V 1. 

As in the checkerboard responses (Fig. 3, A and B), the 
similar responses often seen in at neighboring channels in 
the differential recordings are suppressed in the CSD esti- 
mates, because they are consistent with distant generators. 
Layer-by-layer differences in responses are much more ap- 
parent in CSD estimates, and we will therefore focus on the 

’ I-=-+ 

CSD estimates, rather than on the bipolar recordings. There 
is a systematic dependence of response amplitude on spatial 

2w 
frequency, with a maximal response to the frequency band 
centered at 1.97 cycle/deg in the upper channels. The de- 

3l+==+ 
pendence on spatial frequency is less prominent in the 

4w 

lower channels (CSD 6 and 7) in terms of amplitude, al- 
though there is a clear dependence of response waveform 

5l=+!+ 
on spatial frequency. This tuning, and the relatively more 
prominent tuning in the upper layers, was a consistent find- 

61==+- 
ing across penetrations. 

7P+=f 

To compare responses across penetrations, we proceeded 
as follows. At each penetration, recording sites were se- 

8l=--+- 
lected to represent upper layers and lower layers. For the 
upper-layer recording, we selected the CSD channel closest 

gt=-+- 
to 30% of the way down from the cortical surface to the 

I0 + 

bottom of VI (see above and Fig. 3). For the lower-layer 
recording, we selected the CSD channel closest to 15% of 

” t-- 
the way up from the bottom of Vl. For the penetration 
whose data are shown in Fig. 5, A and B, this corresponded 

l2 w  
to CSD 2 for the upper layer, and CSD 6 for the lower layer. 

l3 w  

Figure 5C shows the dependence of the amplitude of the 
first harmonic of the CSD, 1 F, 1, on center spatial fre- 

I4 t--- 
quency at these two channels. There is a clear shift from 
band-pass tuning in the upper layer to low-pass tuning in 

FIG. 4. CSD estimates of checkerboard reversal responses ( 3.94 cycles/ 
deg) recorded after progressive lowering of the multichannel electrode. 
Penetration 3 / 2. 

the pattern previously seen at CSD channels 10 and 11. The 
activity seen at CSD channel 8 after the advance appears to 
be a mixture of the activity previously present at CSD chan- 
nels 12 and 13. The activity at CSD channels lo- 13 follow- 
ing the advance is new, as would be expected because these 
channels are now positioned in the space previously occu- 
pied by the 1 ,OOO-pm gap between the two most distal con- 
tacts. 

After a second advance of - 1 mm, CSD channels 5-7 
show activity similar to the activity seen in CSD channels 
12 and 13 after the initial advance, and again, a new pattern 
of activity is seen at CSD channels 9- 13. A perfect corre- 
spondence of CSD measurements before and after advance 
of the electrode is not to be expected, because of unavoid- 
able traction of, and damage to, neural tissue. Nevertheless, 
this control demonstrates that the overall CSD profile was 

the lower layer. 
Across penetrations and spatial frequencies, the har- 

monic content of responses changed. Therefore, as an over- 
all response size measure, we chose the quantity 

where F, is the amplitude of the nth Fourier component of 
the CSD estimate. As seen in Fig. 5D, this quantity shows 
the same spatial tuning as does 1 F1 1; however, because it 
includes amplitudes from several harmonics, it is relatively 
insensitive to changes in response waveform. Because of the 
wide variation of peak response amplitudes ( 39- 1,898 pV/ 
mm2) across recording sites, we used geometric means for 
descriptive purposes and parametric statistics based on the 
logarithm of response amplitudes for estimation of statisti- 
cal significance. 

None of the recording sites showed a maximal response 
to the band-limited noise of highest ( center frequency 7.87 
cycles / deg ) spatial frequency, but many of the sites showed 
large responses to this stimulus and maximal responses to 
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FIG. 5. Responses to luminance modulation of band-limited noise stimuli. A : differentially recorded voltages at each of 9 
pairs of adjacent contacts (units: pV). B: CSD estimates. C: dependence of 1 I;, 1, the amplitude of the 1st harmonic, on 
center spatial frequency for CSD estimates from a representative upper-layer contact (CSD 2) and a representative lower- 
layer contact (CSD 6). D: dependence of the composite amplitude measure A = (lFl12+ IF212f IF312+ IF412)1/20n 
center spatial frequency. Penetration 7 / 2. 

the stimulus one octave lower. The ratio of the response at 
this frequency ( 3.94 cycles/deg) to the response at the low- 
est spatial frequency (0.245 cycle/deg) was therefore taken 
as an index of the depth of spatial tuning. In the upper 
layers, this ratio ranged from 0.7 3 to 7.3; in the lower layers, 
this ratio ranged from 0.24 to 5.7. There was a consistent 
finding of more prominent spatial tuning in the upper 
layers (geometric mean 2.0 vs. 1.2, P = 0.0092 by 2-tailed 
paired t-test). Responses in the upper layers and lower 
layers were of comparable size at the lowest spatial fre- 
quency (geometric mean 123 vs. 110 pV/mm2, P = 0.85), 
but at 3.94 cycles/deg, responses were substantially larger 
in the upper layers (geometric mean 248 vs. 133 pV/mm2, 
P = 0.020 by 2-tailed paired t-test). These findings did not 
depend on the particular choice (0.245 cycle/deg) of the 
low spatial frequency; similar results were obtained from 
the responses at 0.49 cycle/deg. 

The peak spatial frequency (assessed by quadratic fits to 
the log-amplitude vs. log-spatial frequency curves) had a 
mean of 1.8 cycle/deg in the upper layers, and 1.1 cycle/ 
deg in the lower layers (P = 0.0068 by 2-tailed paired t- 
test). Thus several measures indicated a shift in spatial tun- 

ing from a generally band-pass character in the upper layers 
to a generally low-pass character in the lower layers, with 
less low-frequency attenuation and also a lower spatial-fre- 
quency cutoff. These differences were not accompanied by 
any difference in the overall size of the peak response (geo- 
metric mean 287 vs. 2 10, P = 0.16 by 2-tailed paired t-test). 
Of note (Fig. 6), the peak spatial frequency of the response 
was negatively correlated with PRF size in the lower layers 
(r = -0.479, P = 0.048) but not in the upper layers (r = 
-0.10). 

Checkerboard responses 

In 15 penetrations, spatial tuning was also assessed from 
responses to contrast-reversing checkerboards across 
check sizes ranging from 1.43 to 0.089”, corresponding to 
spatial frequencies (along the diagonal) of 0.49 to 7.87 cy- 
cles/ deg. Typical responses are shown in -Fig. 7. The most 
prominent finding in Fig. 7 is that responses to the two 
phases of contrast reversal are nearly identical for small 
checks but become different as the check size becomes 
larger. That is, the antisymmetric response component 
(Fig. 7 B), constructed from the odd harmonics of the CSD 
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cl the symmetric response size at 3.94 cycles/deg to the sym- 
metric response size at 0.49 cycle/deg as an index of spatial 

n tuning, and used the same spatial and temporal frequencies 
cl cl for the band-limited noise responses. Checkerboard re- 

cl sponses showed an overall shift to lower spatial frequencies 
0 in the lower layers (ratio of 1.19 in upper layers, 0.93 in the 

w 
lower layers), but this difference was not significant (P = 

n 
0 

0 upper layers 0.087 by 2-tailed paired t-test). The band-pass spatial tun- 
El n lower layers ing of the upper layers was less evident for checkerboards 
n 

than for band-limited noise (ratio of 1.84 for band-limited 
noise vs. 1.19 for checkerboards, P = 0.0069 by 2-tailed 
paired t-test). The less-prominent spatial tuning seen with 
checkerboard patterns is most likely a consequence of the 

-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 

log PRF size (deg*) 

FIG. 6. Relationship of population receptive field (PRF) size, as esti- 
mated from the lst-order kernel, to peak spatial frequency of response. 
There was a significant correlation for lower layers (m) but not for upper 
layers (0). 

estimates, are essentially absent at high spatial frequencies 
but become a significant contributor to the response at low 
spatial frequencies. 

A fully symmetric response implies either an intrinsic 
symmetry in responses to luminance increments and decre- 
ments or a PRF sufficiently large so that it includes equal 
input from bright and dark checks in the stimulus. A re- 
sponse asymmetry implies not only an unequal response to 
luminance increment and decrement, but also a check size 
sufficiently large so that the PRF receives unequal inputs 
from the bright and dark checks. The symmetry of the re- 
sponse was quantified by the ratio constructed from the 
amplitude 

A even =(lF212+ IF412+ IFfJ2+ IF*12y2 

of the first four even harmonics and the amplitude 

A odd=(IFli2+ IF3i2+ IF5i2+ IF7i2)1’2 

of the first four odd harmonics 

I SYM = tAeven - Aodd)/(Aeven + Aodd) 

In most cases, contributors Fi , . . . , F7 to the antisymme- 
tric response components (Aodd) were not significantly dif- 
ferent from zero at 3.94 cycles/deg by the Tcirc statistic 
(I SYM = 1) . Over all penetrations, the Symmetry index Cal- 
culated from upper-layer responses shifted from 0.88 at 
3.94 cycles/deg to 0.50 at 0.49 cycle/deg (P = 0.0066 by 
2-tailed paired t-test), and in the lower layers, from 0.8 1 at 
3.94 cycles/deg to 0.62 at 0.49 cycle/deg (P = 0.13 by 2- 
tailed paired t-test ) . 

Figure 7C, which isolates the symmetric response compo- 
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nent, shows that there is a shift in tuning toward low spatial csD7rA~ w tp,4, k-J=- t-v---+ 
frequencies in the lower layers. This shift is similar to, but 4---- I=---- t---- I-+-- t-- 
less prominent than, the shift seen for band-limited noise CSDg t- b-- t-T+- t+-- I--=-=- 
(Fig. 5 ). Note that again there is a prominent change in the I2000 pV/mm2 k---i 200 msec 

response waveforms at CSD channels 6 and 7 as spatial 
frequency varies. FIG. 7. Responses to checkerboard contrast-reversal stimuli. A: CSD 

To compare tuning across layers, and to compare tuning 
estimates. B: antisymmetric component, constructed from the odd har- 
monics of the CSD estimates. C: symmetric component, constructed from 

with that seen with band-limited noise, we chose the ratio of the even harmonics of the CSD estimates. Penetration 7 /2. 
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presence of low spatial frequencies even in a small-check The orientation tunin g of Q(0) was meas 
checkerboard. paring its average across all orientation .S 

Orientation tuning 

We analyzed the dependence of response on orientation 

In 12 penetrations, orientation tuning was assessed by 
responses to band-limited Gaussian noises further filtered 

in three ways. The first strategy, based on a traditional no- 

to remove all orientations except those within a 45O wedge 
(e.g., Fig. 1 B). We chose the spatial frequency band of the 

tion of orientation tuning, was predicated on the assump- 

noise to be just below the optimal spatial frequency in the 
upper layers, so that the stimulus activated both upper and 

tion that orientation-tuning would be manifest on a sinusoi- 

lower layers. An example of the CSD estimates elicited by 
these anisotropic band-limited noise stimuli are shown in 

da1 variation of some measure of response size on orienta- 

Fig. 8A. In CSD channels 5,6, and 7, there is a clear qualita- 
tive dependence of the response on the stimulus orienta- 

tion. That is, for each orientation 8, we calculated an overall 

tion, with single-peaked waveforms at orientations 45-90°, 
but more complex waveforms at other orientations. We 

response size 

measured the Fourier components of the CSD at the repre- 
sentative upper and lower layer contacts that were chosen 
for the analysis of spatial-frequency tuning. Figure 8, B and 
C, shows the amplitude of the response at the fundamental, 
1 F1 1, and the second harmonic, 1 F2 1, for the data of Fig. 
8A. At CSD 5, there is a strong but reciprocal dependence 
of these measures on orientation. That is, as a function of 
stimulus orientation, response varied not only in magni- 
tude but also in waveform. 

ured by com- 

with 
Q unoriented = (Q(6)) 

Q oriented = 4(QW exp(-4)/ 

The index IORIENT DYN = Qoriented Quotiented has a signifi- 

cance analogous to’that Of &iENT SIZE, except that response 
dynamics, rather than response size, is compared across ori- 
entations. Measured by &EN= DMV, orientation tuning 
ranged from 0.04 to 0.75 in the ‘upper layers and 0.10 to 
0.90 in the lower layers (means of 0.25 vs. 0.35, P = 0.42 by 
2-tailed paired t-test). For the data of Fig. 8, the value of 
this index was 0.36 (upper layer) and 0.32 (lower layer). 
orientation tuning as manifest by &iENTDm was well- 
correlated with orientation tuning as’ manifest by 
I ORIENT,SIZE (r = 0.57, P = O.OOS), but 1oRrENTDm was sig- . 
nificantly larger than IoRiENT SIZE (P = 0.010 across all 
layers by 2-tailed paired t-test)‘. That is, orientation tuning 
was manifest more strongly in the response dynamics than 
in its overall size. 

sumptions concerning how response depends on orienta- 
tion. In contrast to the first two strategies, which were based 

The third strategy to analyze orientation tuning deter- 

solely on response amplitudes, this strategy is sensitive to 

mines whether the variability of responses across orienta- 
tions is larger than that expected from the variability of 

response phase. 

responses within orientations, but does not make any as- 

The analysis proceeds in a frequency-by-frequency man- 
ner and makes use of the individual responses to each 15-s 
trial, as well as the average response across trials. Having 

A(6) = (IFlIZ + IF212 + IFJ2 + IFJ12)1’2 chosen a frequency of interest, we use Zj,e to represent the 

from the first four Fourier components of the response, and 
complex Fourier component of the estimated current 

then compared the average response across orientations 
source density measured in thejth trial for the orientation 
8. These quantities are averaged vectorially to calculate 

A unoriented = (A(@) z B,mean 9 the average response to noises of orientation 8. The 

with the auantitv response variance Ve for this orientation is then estimated d 
I  4 

bY 
A oriented = 2I(A(O) exp(-d))I 

Here Aunoriented estimates the average response size, and 
Vs = (C Izj,fI - z~mean12)l(N0 - l) 9 

A oriented estimates the orientation dependence of the re- 
sponse size, under the assumption that it depends sinusoi- 
dally on the orientation 0. A value of the index IoRiENT SIZE 
= A oriented lAunoriented of 0 indicates that response is indeden- 
dent of orientation. A value of 1 would be obtained if re- 
sponse depended sinusoidally on orientation, with no re- 
sponse orthogonal to the preferred orientation. Measured 
by JORiENT,siZE, orientation tuning ranged from 0.04 to 0.38 
in the upper layers and 0.08 to 0.39 in the lower layers 
(means of 0.18 vs. 0.24, P = 0.49 by 2-tailed paired t-test). 
For the data of Fig. 8, this index was 0.15 (upper layer) and 
0.22 (lower layer). 

The second index of orientation tuning was based on 
response dynamics, rather than response size. As a crude 
measure of response dynamics, we used the quantity 

where Ne is the number of trials for the orientation 8. To- 
gether, the individual variances for each orientation Ve are 
combined to form a within-con .dition variance 

vwithin = [CCNO - l)Yel![C(NO - l>l 
where the summations are over all orientations 8. 

We also calculate a response variance Vacross across all 
orientations, given by 

V across = 1 C NO I ZO,mean - zacross I 2 1 /tN - l> 
where zacross is the (vector) average of responses across all 
orientations and N is the number of orientations. Under the 
null hypothesis that there is no dependence on orientation, 
the two variance estimates Vacross and Vtithin will be identi- 
cal. Conversely, a dependence of response on orientation 
would be manifest by excess variance across orientations; 

Q<U = 1 - I~Al(I~,12+ IF2l”+ IF312+ IF412Y2 that is, a ratio 

which ranges from 0 for a response entirely contained in the R = Kcros.s/ Vtithin 

1 st harmonic to 1 for a response that is entirely contained in significantly greater than 1. Theratio R is distributed as an 
the higher harmonics. Figure 8 D shows an example of how F-statistic whose numerator has 2 (N - 1) degrees of free- 
this measure depends on orientation. dom and whose denominator has 2 C (NB - 1) degrees of 
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freedom (Victor and Mast 199 1). Essentially, this ap- 
proach is an analysis of variance for complex-valued quan- 
tities (the Fourier components). 

In all of the 12 penetrations examined, there was a signifi- 
cant (P < 0.05 ) dependence of response on orientation, as 
manifest by the variance ratio R calculated from at least one 
of the first four harmonics of the response. In eight of these 
penetrations, these values were highly significant (P < 
0.005), and there were significant values of the variance 
ratio R in both upper and lower layers. Two of the penetra- 
tions had significant values of R just in the upper layers, and 
two had significant values just in the lower layers. In the 
data shown in Fig. 8, significance levels for upper-layer 
(CSD 1) responses were P = 0.25 (Fl) and P < 0.01 (F2); 
significance levels for lower-layer (CSD 5 ) responses were P 
c 0.003 (Fl ) and P < 0.02 (F2). 

Because R is calculated on a frequency-by-frequency 
basis, we could determine which temporal frequencies con- 
tained responses that were most dependent on orientation. 
To compare across penetrations and layers, we transformed 
R into 

H = -In [p(R)] 

where p(R) is the significance level of R, as calculated from 
the appropriate F-distribution. 

H may be regarded as an information rate, for the follow- 
ing reason. Assume that k successive sets of presentations 
yield similar responses, each with variance ratio R and sig- 
nificance level p ( near 0). Because p represents the probabil- 
ity that the orientation dependence within each set of obser- 
vations was due to chance alone, then the probability that 
all observations were due to chance alone is approximately 
pk. According to the formula H = -In [p(R)] , the value of 
H for the combined sets of presentations is related to the 
value of H for the individual presentations by Hcombined = 
kH indiv l 

That is, higher levels of statistical significance or 
longer observation times contribute multiplicatively to H. 
More concretely, a value of H = 4 implies a high level of 
significance [P = ee4 ( ~0.0 18 )] within the observed set of 
data. Doubling the value of H thus indicates that a very 
high level of significance [P = em8 ( -0.00034)] within the 
observed set of data, or, equivalently, significance at the 
level of ee4 from a typical half of the observed data. Because 
all datasets comprised approximately the same length, nor- 
malization of H for dataset length is not necessary. 

The dependence of the average value of H on temporal 
frequency is shown in Fig. 9. We did not find significant 
differences between values of H between upper and lower 
layers at any temporal frequency, and they are therefore 
pooled in this analysis. Values of H are highly significant for 
the first and second harmonics (4.2 and 8.4 Hz), borderline 
at the third harmonic ( 12.7 Hz), and insignificant at higher 
temporal frequencies. For comparison, a similar analysis 
was performed for spatial-frequency tuning. The overall val- 
ues of H were approximately twofold higher, but the depen- 
dence of H on temporal frequency was comparable. 

Chromatic tuning 

In nine of the penetrations, sensi tivity to chromatic con- 
tent was assessed by responses to isotropic band-limited 
Gaussian noises presented with counterphase modulation described below.) 
of the R and G CRT guns. In these experiments, R modula- We furthermore assume that each mechanism M, has a 

(We also used functions Fm (x) = 1 x 1 (y for exponents a in 
the range 0.5-2.0; choices within this range did not result in 
a consistent or significant improvement in the model fits 

tion was held fixed at maximal (standard deviation of 0.4 
across the stimulus), and counterphase G modulation was 
stepped through a range of G/R ratios: 0, 0.1, 0.25, 0.3, 
0.312, 0.325, 0.333, 0.35, 0.385, 0.4, 0.5, and 1.0. Calcula- 
tions based on the emissions of our phosphors and the ab- 
sorption of the photopigments (Baylor et al. 1987; Smith 
and Pokorny 1975 ) provided the following critical counter- 
phase G/R ratios: L-cone silencing at a ratio of 0.385, M- 
cone silencing at a ratio of 0.15, and photometric isolumin- 
ante at a ratio of 0.30. The spatial frequency of the stimulus 
was chosen to be one octave below the peak spatial fre- 
quency for responses to achromatic band-limited noise 
(0.245- 1.97 cycles/deg). 

An example of the CSD estimates elicited by these stim- 
uli are shown in Fig. 10. Responses were generally smaller 
than responses elicited by luminance modulation and are 
nearly absent in some channels. Responses in CSD chan- 
nels 4 and 5 are attenuated to stimuli that are near photo- 
metric isoluminance. All harmonics are less than one-half 
of the estimated confidence limit (i.e., not significantly dif- 
ferent from 0) at the G/R ratio of 0.3. At G/R ratios 50.25 
or 20.35, they are small but significant (by the Tcirc statis- 
tic). However, the response size does not simply depend on 
lumi nance. In CSD channels 4 and 5, the responses have a 
simple waveform when the M cone modulation is small 
(counterphase G/R ratios from 0 to 0.25), and a more 
complex waveform when the M cone modulation is large 
and in phase with luminance (counterph .ase G/R ratios of 
0.6 or 1.0). Furthermore, upper-layer responses (CSD 
channels 1 and 2) did not null at isoluminance or at either 
of the cone-silencing ratios. 

We developed two kinds of indices to express depen- 
dence of response on chromatic content. The first kind of 
index was based on a model of how response might depend 
on chromatic content, analogous to the indices 10RIENT,SIZE 
and bxIENT,DYN introduced for orientation tuning. The 
model is based on the notion of distinct, possibly nonlinear, 
chromatic mechanisms whose outputs are combined lin- 
early. In the model, the chromatic mechanisms /M, , &, 

have chromatic sensitivities defined by an array Mm,, 
where Mm, is the sensitivity of the mechanism && to modu- 
lation of CRT primary u (u = R, G, or B). The response of 
the mechanism M, to a chromatic stimulus Sa (character- 
ized by modulations along the CRT primaries u of Sua) is 
given by Qm,, where 

Q ma = Fm(“mRslZa + MmGSGa + Mm*s13a) 

Because our stimuli are counterbalanced for positive and 
negative contrast (through the design of the underlying 
Gaussian noises), only even-symmetrical components of 
the function F, can contribute to a response. On the basis 
of both the need for simplicity and the prevalence of rectifi- 
cation in cortical neurons, we make the assumption that F, 
is full-wave rectification, as suggested by Lennie et al. 
(1990). That is 

Q ma = I MmRSRa + MmGSGa + MmBsBa I 
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response whose dynamics are characterized by a Fourier 
component Df, at the frequency .f, scaled by the overall 
response size Qma. Thus the predicted response zfa pred at the 
frequency fto a stimulus & is given by a summation over 
all mechanisms m 

To specify the model, we postulate a set of sensitivities k&.,, 
for the chromatic mechanisms. The dynamics Df, are ad- 
justed to minimize the unexplained variance cf 2, 1 zfa pred 
- zfa &s I*. With 1M,, and & fixed, this problem essentially 
is a linear least-squares fit, and the explained variance has 
the simple matrix expression 

V expl =tr [QT~QQT~~'Q~T~l 
Initially, we chose a model based on the three cardinal 

chromatic mechanisms: a luminance mechanism, and the 
two purely chromatic mechanisms L-M and S (Derrington 
et al. 1984; Lennie et al. 1990). We give combined statistics 
across upper and lower layers, because there were no signifi- 
cant differences at these sites. This three-mechanism model 
explained an average of 75.0% of the variance (range: 53.2- 
96.4%) in the first four harmonics. Although we could not 
exclude the possibility of systematic departures from the 
model in the remaining 25% of unexplained variance, this 
residual variance was comparable with the uncertainty in 
the measured responses. A model based on three cone-iso- 
lating mechanisms explained significantly less of the vari- 
ance (70.6%; range: 39.1-88.9%, P = 0.042 l-tailed paired 
t-test). Both of these models have the same number of free 
parameters (the implicitly estimated Fourier components 
of the responses to hypothetical stimuli that drive only a 
single mechanism), and thus it is the choice of mechanisms, 
not a change in the number of parameters, that must ac- 
count for the difference between them. 

We then determined to what extent all three chromatic 
mechanisms of the cardinal-mechanism model were re- 
quired to account for the variance. Removal of the S-cone 
mechanism from the model eliminated an average of only 
15.7% of the total explained variance (range: 2.6-34.1%). 

A two-mechanism model based on luminance and (L- 
M) mechanisms only accounted for 64.0% of the total vari- 
ance (range: 35.0-9 1.8%). The luminance mechanism and 
the (L-M) mechanism contributed approximately equally 
to the variance explained by the two-mechanism model. 
The luminance mechanism alone accounted for 74.1% of 
its variance (range: 42.1-98.6%); the (L-M) mechanism 
alone accounted for 70.2% of its variance (range: 3 1.8- 
93.2% ) . This approach formalizes the qualitative observa- 
tion made from Fig. 10 that luminance alone fails to ac- 
count for the dependence of dynamics on chromatic con- 
tent. Note that the variances explained by each mechanism 
alone do not add up to the variance explained by the com- 
bined model, because the mechanisms are not orthogonal 
for the set of experimental color directions. This nonortho- 
gonality is expressed by the matrix QT( QQ T)-‘Q. 

The second approach to assessment of chromatic sensitiv- 
ity was through the variance ratio R = VIc-oss/ VIithin de- 
scribed above in connection with orientation tuning. In 
eight of the nine penetrations examined, there was a signifi- 
cant (P < 0.05) dependence of response on chromatic con- 
tent. as manifest bv the variance ratio R calculated from at 

A 
Orientation: 0 22.5 45 67.5 SO 112.5 135 157.5 

(deg) 

CSD8 l=--+--t--t--t--t-t--~ 
I 500 pV/mm2 - 200 msec 

B 
150 

67 

I  

s CSD5 

CSDl 

O+ 

0.0 22.5 

4 

45.0 67.5 90.0 112.5 135.0 157.5 

Orientation (deg) 

150 - 

2 

5 [ 
2 100 l 

2 

5 

; 501 

8 
z 
rY 

O+ I 

0.0 22.5 45.0 67.5 90.0 112.5 135.0 157.5 

Orientation (deg) 

D 
1.0 

0.0 

FIG. 8. Responses to oriented band-limited noise centered at 3.94 cy- 
cles / deg. A: CSD estimates. Note the dependence of response waveform 

0.0 22.5 45.0 67.5 90.0 112.5 135.0 157.5 

Orientation (deg) 

on orientation in CSD channels 5, 6, and 7. B and C: dependence of the 
fundamental response (B) and the 2nd harmonic response (C) on orienta- 
tion for CSD estimates from a representative upper-layer contact (CSD 1) 
and a representative lower-layer contact (CSD 5 ). D: dependence of an 
indexofresponsetransience,Q(O)= 1 - IF11/(IFJ2+ IF212+ IF312+ 
I F412Y2, on orientation. Penetration 4 / 3. 

* 

least one of the first four harmonics of the response. In six 
of these penetrations, values of R were highly significant (P 
< 0.005 ). One of the penetrations had significant values of 
R iust in the unDer lavers, and one had significant values 
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- spatial frequency 

- orientation 

- chromatic content 

- isodipole texture 
interchange 

isodipole texture 

04 . . . . . . 1 

0 5 10 15 20 25 30 35 

Frequency (Hz) 

FIG. 9. Dependence of the information rate H = -In p on temporal 
frequency for several stimulus attributes. Spatial frequency ( n ), orienta- 
tion ( q ) , chromatic content (+), and isodipole texture interchange (0). 
The ensemble control for isodipole texture interchange (A) indicates that 
there is little statistical difference between the responses to different exam- 
ples drawn from the same isodipole texture class. 

just in the lower layers. As seen in Fig. 9, the dependence of 
information rate on frequency for chromatic content was 
nearly identical to that seen for orientation tuning. 

Responses to near-isoluminant patterns 

In five penetrations we compared the spatial tuning of 
responses to luminance-modulated band-limited noise 
with the spatial tuning of responses to near-isoluminant 
(L-M axis) band-limited noise. As is seen in Fig. 11, re- 
sponses to near-isoluminant noise were much smaller than 
responses to luminance modulation. At high spatial fre- 
quencies ( 3.94 and 7.8 7 cycles / deg ) , it is possible that chro- 
matic aberration introduced significant luminance artifact 
into the visual stimulus, so that the meaning of the re- 
sponses at these spatial frequencies is uncertain. However, 
the most striking finding is that the band-pass characteristic 
of upper-layer responses to luminance modulation (Fig. 
11 A ) is lost under near-isoluminant conditions (Fig. 11 B) : 
there is no attenuation of responses at low spatial frequen- 
cies. 

The shift in spatial tuning to low spatial frequencies and 
attenuation of responses at high spatial frequencies was 
characteristic of the rest of the penetrations. In the upper 
layers, the index of band-pass tuning (ratio of response size 
at 3.94 cycles/deg to response size at 0.245 cycles/deg) 
shifted from 4.34 for luminance modulation to 1.2 1 for 

Counterphase G 
Modulation: 0.0 0.1 0.25 0.3 0.312 0.325 0.333 0.35 

L-M modulation (P = 0.02 1 by 2-tailed paired t-test). In 
the lower layers, which had a more low-pass tuning for lumi- 
nance modulation, there was a further shift to low spatial 
frequencies at for L-M modulation, but this shift did not 
reach statistical significance (response ratio of 1.47 for lumi- 
nance modulation, 0.94 for L-M modulation, P = 0.16 by 
2-tailed paired t-test). 

Responses to low-contrast patterns 

In four penetrations, we obtained responses to band-li- 
mited Gaussian noise presented at a range of luminance 
contrasts. Responses, quantified by A = ( 1 F, 1 2 + 1 F2 1 2 + 
IFA2 + IF412)1’2, are shown in Fig. 12. At low spatial 
frequencies (0.49 and 1.97 cycle/deg), responses grow at a 
rate that is less than proportional to contrast over the entire 
contrast range [root-mean-square (RMS) contrast 0.025- 
0.41. At the high spatial frequency ( 7.87 cycles/deg ) , re- 
sponses grow approximately proportionally to contrast, at 
least up to an RMS contrast of 0.1. Consequently, the spa- 
tial tuning shifts from low-pass at low contrasts to band- 
pass at high contrasts. 

The shift in spatial tuning properties is similar to what 
was observed (Fig. 11) with near-isoluminant stimuli. On 
the other hand, the responses to chromatic stimuli (Fig. 10) 
cannot be explained solely on the basis of their luminance 
component, because of 1) lack of a null in the upper layers 
and 2) the dependence of response dynamics on chromatic 
content, as analyzed above. 

DISCUSSION 

Summary of results 

We have analyzed local field potentials elicited in ma- 
caque Vl by a variety of visual stimuli differing in spatial 
frequency content, orientation, and chromatic balance. 
Our main findings are as follows. 1) The local field poten- 
tial has a PRF size of approximately 2 deg2. 2) In the upper 
layers, spatial tuning is prominently band-pass. In the lower 
layers, the band-pass character is less prominent, and there 
is generally a lower optimal spatial frequency. 3) Orienta- 
tion tuning was evident in upper and lower layers. Orienta- 
tion tuning was manifest not only by changes in response 
size but also by changes in response dynamics. 4) Chro- 
matic tuning was evident in both upper and lower layers. 
Responses to near-isoluminant stimuli were smaller than 

0.385 0.4 0.5 1.0 

FIG. 10. Responses to chromatic iso- 
tropic band-limited noise centered at 0.98 
cycle / deg. Responses are attenuated near 
photometric isoluminance (counterphase 
G/R ratio of 0.3) in CSD channels 4 and 
5. Note the dependence of response wave- 
form on counterphase G modulation for 
large G/R ratios in these channels. Pene- 
tration 5 / 1. 

I 1500 WV/mm* - 200 msec 
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FIG. 11. Comparison of responses to luminance modulation (A) and 
L-M modulation (B) of band-limited noise stimuli. Penetration 1 1 / 1. 

responses to chromatic stimuli. The spatial tuning for these 
stimuli was low-pass in upper and lower layers and similar 
to the spatial tuning for low-contrast luminance stimuli. 
However, the response to stimuli with mixed luminance 
and chromatic contrast was not governed just by the lumi- 
nance contrast but displayed a substantial dependence of 
dynamics on chromatic balance. 

Comments concerning CSD estimates and resolution 

Our analysis rests on the use of CSD estimates derived 
from a multicontact microelectrode. We recognize that es- 
timation of CSD from physiological recordings requires an 
assumption of isotropy of the bulk ohmic properties of the 
brain, which is at best an approximation (Freeman and 
Nicholson 1975). The three-point formula for CSD esti- 
mates amounts to calculation of successive differences of 
neighboring bipolar recordings. This removal of signals 
common to nearby electrodes emphasizes laminar differ- 
ences (Fig. 5). The CSD estimates show multiple sources 
and sinks in gray matter but minimal activity in white mat- 
ter (Fig. 3), which is consistent with the notion that this 
calculation primarily removes far-field signals. 

Our CSD estimates are quoted in units of microvolts per 
millimeter squared, because we did not include a factor that 
represents the specific conductivity of the tissue. Freeman 
and Nicholson ( 1975 ) determined the specific resistivity of 
anuran cerebellum to be 200 Q-cm: values reborted for cor- 

tex range from 230 to 350 a-cm (Nunez 198 1). With this 
value, our typical CSD estimates of 1,000 pV/mm2 corre- 
spond to an estimated CSD of 0.3-0.5 mA/cm3. This is 1 O- 
to IOO-fold less than the CSDs seen by Freeman and Ni- 
cholson ( 1975 ), presumably because only a fraction of the 
neural activity in visual cortex is modulated by the visual 
stimulus and is sufficiently aligned in space and time to 
generate a field potential. 

It is likely that CSD estimates at each electrode reflect 
activity in the surrounding lOO- 150 pm. Along the direc- 
tion of the penetration, CSD estimates at adjacent channels 
( 150 pm apart) are often quite different (e.g., CSD chan- 
nels 5, 6, and 7 of Fig. 7 ) . In the lateral direction, no such 
direct evidence is available. However, the summing dis- 
tance must be substantially less than 500 pm, because 
strong ocular dominance was observed in most penetra- 
tions. Furthermore, the observation of at least mild orienta- 
tion tuning in most penetrations implies a summing area 
whose radius is on the order of an orientation column. 

The measured CSD profiles (Figs. 3, 4, 5, 7, 8, 10, and 
11) typically showed multiple sources and sinks, thus dem- 
onstrating the ability to resolve fine structure within the 
supragranular and infragranular compartments. However, 
the detailed laminar patterns differed greatly across pene- 
trations. We cannot determine to what extent these differ- 
ences are due to physiological differences across penetra- 
tions (e.g., Tootell et al. 1988) or simply an undersampling 
of cortical structure by the resolution of the recording appa- 
ratus ( 150-pm intercontact distance). 

To compare activity across penetrations, we chose repre- 
sentative channels in the upper and lower portions of VI. 
We found substantial differences in spatial tuning, orienta- 
tion tuning, and chromatic sensitivity across penetrations, 
but no striking correlations among these variations (Table 
1). However, even with this relatively crude view of the 
columnar activity profile and the limited number of pene- 
trations, substantial differences between upper and lower 
layers did emerge, primarily in the domain of spatial tun- 
ing. Although a greater resolution would certainly be desir- 
able, the subdivision of cortex into a supragranular and an 
infragranular compartment appears to be a fundamental 
one for understanding the organization of cortical compu- 
tational mechanisms (Douglas and Martin 199 1). 

- 0.49 c/deg 

- 1.97 c/deg 

-*---- 7.07 c/deg 

RMS contrast 

FIG. 12. Response to luminance modulation of band-limited noise at a 
range of contrasts. Response size is quantified by A = ( 1 F, 1 2 + 1 F2 1 2 + 
I &I2 + I K12Y2, where I Fj I is the amplitude of thejth harmonic of the 
CSD estimate. Penetration 1 1 / 1. 
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TABLE 1. Correlations among tuning for spatial frequency, orientation, and color 

Upper Layers Lower Layers Combined 

P = 0.10 (2-tailed). 

Encoding of stimulus attributes in response dynamics 

We determined tuning of neural responses to spatial fre- 
quency, orientation, and color by comparing population 
responses to multiple examples of random stimuli. This 
approach contrasts with the traditional approach of deter- 
mination of tuning through stimuli optimally positioned 
for the response of a single neuron in that it emphasizes the 
population response, which is likely dominated by the vast 
majority of neurons for which the visual stimulus is not 
optimal. Nevertheless, the phenomena of spatial tuning, ori- 
entation tuning, and chromatic tuning that are well-estab- 
lished through the study of single units stimulated with op- 
timally positioned bars and gratings (De Valois and De Va- 
lois 1988; Hubel and Wiesel 1977; Lennie et al. 1990) are 
readily apparent in the population responses to noise 
stimuli. 

One striking feature of our recordings is that stimulus 
attributes are encoded in the dynamics of the population 
responses, and not just in the overall size of this response. 
We examined the nature of temporal coding across stimu- 
lus attributes through a statistical measure of information 
rate. The information rate statistic (Fig. 9) compares the 
responses to multiple examples of noise stimuli that differ 
in a single attribute, such as spatial frequency, orientation, 
or chromatic balance. Because information rate was calcu- 
lated separately for each harmonic in the response, it is 
possible to determine which components of the response 
dynamics convey information about each response attrib- 
ute. For spatial frequency, information is distributed in the 
response dynamics across a broad temporal frequency 
range, including the range 4-25 Hz. Orientation tuning and 
chromatic tuning share a nearly identical dependence of 
information rate on temporal frequency. In each case there 
is a gradual decline of information rate with temporal fre- 
quency, and the information rate remains significant up to 
13 Hz. The information rate for orientation and chromatic 
tuning is approximately one-half of that seen for spatial 
frequency tuning across all temporal frequencies. That is, 
the difference between these stimulus attributes appears to 
be one of overall efficiency, rather than differences at spe- 
cific temporal frequencies. 

This similar dependence of information content on tem- 
poral frequency that we have seen for these “classical” at- 
tributes of spatial frequency, orientation, and color stands 
in striking contrast to the dependence of information con- 
tent on temporal frequency for a more complex attribute. 
In psychophysical and visual evoked potential studies (Vic- 
tor and Conte 1989, 199 1 ), we used isodipole textures (Ju- 
lesz et al. 1978 ) to separate nonlinear processes underlying 
form processing from spatial filtering. Isodipole texture en- 

sembles are readily distinguishable on the basis of local ele- 
ments of form, but share the same power spectrum (either 
measured as a spatial average or an ensemble average). We 
have shown that Vl neurons are able to distinguish between 
these textures (Purpura and Victor 1990) and that these 
discriminations are manifest at the level of the local field 
potential (Purpura et al. 1992, 1994). The frequency de- 
pendence of the information rate in these texture responses 
is also shown in Fig. 9. These information-rate data were 
derived from isodipole texture responses obtained at the 
same recording sites as those used in the present study, with 
comparable contrasts, spatial frequencies, and analysis pe- 
riods (Purpura et al. 1992, 1994). The difference between 
frequency dependence of the information rate for texture 
discrimination and for the classical attributes is not one of 
simply an overall difference in efficiency. Rather, for tex- 
ture discriminations, the information rate is disproportion- 
ately high at low temporal frequencies. 

Thus our studies of population responses to a variety of 
visual stimuli reveal that classical stimulus attributes (spa- 
tial frequency, orientation, and color) are encoded at least 
in part in the response dynamics. The frequencies used for 
the encoding, however, are not a fixed property of visual 
cortex. Rather, as seen by a comparison with isodipole tex- 
ture responses, the frequencies used for temporal coding 
depend on the stimulus attribute. 

Although temporal coding is not a widely emphasized 
feature of visual processing, it has been identified in single- 
unit studies of retinal output (McClurkin et al. 199 1 b), the 
thalamus (McClurkin et al. 199 la), Vl (McClurkin et al. 
199 lb), and extrastriate cortex (Richmond et al. 1987). 
Our findings add to these single-unit studies in several im- 
portant ways. 

We have shown that temporal encoding occurs at the 
level of the local neural population. That is, population 
encoding of stimulus attributes is a robust phenomenon, 
which does not depend on selectively observing the re- 
sponse of a single neuron to an optimally positioned 
stimulus. 

Second, our studies were done under steady-state condi- 
tions, so that responses were not dominated by a contrast 
transient. With transient stimuli, the response waveform 
may be dominated by an overall response to temporal con- 
trast. Temporal encoding for overall contrast changes is to 
be expected on the basis of retinal mechanisms alone, sim- 
ply as a consequence of the well-known differences in dy- 
namics between center and surround mechanisms (Enroth- 
Cugell and Pinto 1972; Ratliff et al. 1969). More generally, 
the temporal coding we observe is unlikely to be due to 
subcortical mechanisms, because I ) it encodes orientation 
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(Fig. 8) and 2) it includes the generation of higher harmon- 
ics for specific chromatic inputs (Fig. 10). 

Most importantly, we have shown that temporal encod- 
ing depends on which stimulus attribute is encoded. For 
spatial frequency, orientation, and color, information is 
carried at different overall rates, but over a similarly wide 
frequency range. For texture discrimination, information is 
carried more heavily in the lower temporal frequencies. 
This demonstrates that the way that information is carried 
in the population firing pattern is not a consequence of 
intrinsic population dynamics but is stimulus driven. 
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